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Abstract Most attitude filters utilise the accelerometer as a vector measurement of
gravity to estimate pitch and roll angles; however, during accelerated flight, this
assumption does not hold. This paper develops a robust attitude filter model that
determines when the accelerometers can be used as vector measurements by us-
ing a time-dependent model of steadiness. Furthermore, a gyro measurement model
is developed using a Gaussian random walk model as the basis for bounding bias
estimates and rejecting improbable estimates that arise from slow dynamics or tran-
sitioning from steady to dynamic motion. Monte-Carlo simulations using test cases
with dynamic motion were performed to verify its performance. The bias is accu-
rately tracked and gyro integration performance during unsteady motion ultimately
improved. Moreover, roll dynamics were tracked more accurately than current state-
of-the-art complementary filters.

1 Introduction

State estimation is important for guidance, navigation, and control as it enables the
operator of a system or the system itself to make appropriate decisions based on the
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current state of the vehicle. It is, moreover, a basic requirement during flight testing
and for any subsequent system identification analysis. Other applications include
pedestrian navigation, gait analysis, and virtual/augmented reality.

Unmanned Aerial Vehicles (UAVs) or, more specifically, Mini and Micro UAVs,
have limited payload and power budgets and, therefore, in many cases rely on us-
ing small low-power Micro Electro-mechanical Sensors (MEMS). The challenge of
these low-cost MEMS sensors is the higher noise levels in the signals and the drift-
ing of the measured signals from the true signals. With these higher levels of noise
and faster drift rates, it is even more important to fuse the results from multiple sen-
sors to be able to filter out the attitude signal from the noise signal. If the attitude
signal is not correctly ascertained from the state estimator, the control system may
send inappropriate commands to the control surfaces and the navigation system will
not work as intended.

The ideal state filter is the optimal processing of a system’s sensors such that the
true state value is obtained. A state filter can be subdivided into two parts: decid-
ing how to integrate measurements and deciding when to integrate measurements.
This paper will focus on when to integrate the sensor measurements, with primary
application to aircraft state estimation.

Attitude filters using gravity (along with magnetic field measurements) as a vec-
tor measurement are referred to as MARG (Magnetometer, Angular Rate and Grav-
ity) filters, which is a subset of AHRS (Attitude and Heading Reference System)
filters. These MARG filters assume the accelerometer measurement is an accurate
vector measurement of the gravity vector. However, this is only true during steady
translational flight. During rotational and accelerated flight, this vector measurement
is corrupted by the additional accelerations at the accelerometer location and thus
these manoeuvres can be considered as disturbances to the measurement of the true
gravity vector. Moreover, the gyro cannot correct for offsets as it does not utilise an
external reference and therefore only when the vectors are unperturbed again, is it
possible for the attitude estimate to become accurate again.

This paper aims to develop a method for determining when the aircraft is in a
steady state such that the accelerometer may only be used when the assumptions
surrounding it hold. Furthermore, it will develop a method for robustly detecting
biases in the gyro measurements. The basis of the filter is similar to that found in
[25]; however, the principles can be extended to almost any complementary attitude
filter utilising the accelerometer measurement as a vector measurement or any filter
attempting to estimate biases in the gyro. Magnetic distortion will not be addressed
in this paper, although the problem has been orthogonalised by using a model that
limits magnetic distortion effects to the yaw-axis, thereby making it no longer a
safety-critical problem in most applications.
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2 Previous Work

The process of obtaining an attitude estimate from vector measurements is termed
static attitude estimation. Attitude filters require at least two non-collinear vectors to
uniquely estimate the attitude of a vehicle. In spacecraft, often more than two vector
observations are available and filters solving Wahba’s problem are then required to
produce an attitude estimate from the over-constrained set of measurements. The
survey in reference [3] mostly focuses on these over-constrained problems. In other
words, the solutions in [3] act as a data compression technique for the vector mea-
surements, where the output is a static attitude estimate. Vector measurements are
weighted when solving Wahba’s problem but the impact of erroneous vector mea-
surements cannot be constrained to a specific axis. In the case of aircraft and most
land-based systems, only a magnetometer and accelerometer are usually present,
therefore the problem is fully-constrained and no optimisation step is necessary.
Abstractly, most attitude filters below are a hybrid between a static attitude estimate
and a dead-reckoning approach.

A Kalman filter (KF) is a statistically optimal linear state estimator. This means
the weights will optimally weigh the contributions from the different sensors. The
Extended KF (EKF) is an extension of the linear KF for nonlinear problems, where
a local linearisation is used to enable the use of the KF. The EKF is, however, not
optimal for nonlinear problems. It is, nonetheless, the de facto benchmark for state
estimation. The optimality of the KF comes at a computational cost. Computing the
Kalman gain involves a matrix inversion of an m×m matrix, where m is the number
of measurements. There have been filters that aimed to minimise this cost by reduc-
ing the size of the matrix. Examples of these are the Murrell Multiplicative EKF
(described in [14, 18]) and the Sequential Multiplicative EKF[18]. The dimensions
of the measurement matrix can also be reduced by using a static attitude estimator to
reduce the dimensionality of the measurements, as mentioned before. Alternatively,
the Information Filter avoids the matrix inversion by propagating the inverse of the
covariance matrix, also known as the Fisher Information Matrix.

Most Kalman filters assume error states as these filters enable small angle and lin-
earisation approximations to be made with little impact on the accuracy[11]. These
Kalman filters are often referred to as Error-state or Indirect Kalman filters. Error
states also enable singular attitude representations to be used which may provide
computational and accuracy benefits. The accuracy benefits arise due to the require-
ment for redundant schemes needing to incorporate additional constraints, like the
quaternion norm or the orthogonality of the direction cosine matrix. The choice of
the representation of the error state varies between literature[17, 24] and the appli-
cation, as computational cost and interpretability are in conflict. Another important
consideration for KFs, or any attitude filter, is how to define the attitude error. The
error can be defined either additively or multiplicatively. Additively is how errors
are normally treated in the KF; however, they have no basis for attitude errors[13].
The alternative defines the attitude error as a rotation and is, ultimately, more in-
tuitive. It results in lower computational cost and higher accuracy and is, thus, the
basis of most modern KFs[13]. Particle and Unscented Kalman Filters are not pro-
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posed as solutions, as they are more computationally expensive than KFs by a factor
determined by the number of particles and are still ultimately limited by the gravity
vector assumption.

Complementary filters (CF) are an alternative to Kalman filters that offer faster
performance at the cost of statistical optimality. Most complementary filters op-
erate using fixed gains[10, 12]; however, adaptive gains have been seen in more
recent literature[2, 4, 7, 10, 22, 23, 25, 27]. A Kalman filter with a fixed Kalman
gain can be shown to be equivalent to a complementary filter[5]. Therefore, the
adaptive gain approaches can be seen as approximations of the Kalman filter with-
out the optimality criterion. The complementary filter is termed so, because of the
filter using two sets of measurements with complementary spectral characteris-
tics. Internally, most CFs only differ in the error term that is fed back[10, 12] or
the method to handle and/or the heuristic used to detect distortions to the vector
measurements[2, 4, 7, 10, 22, 23, 25, 27]. The basis filter for the revised algorithm
of [10] is akin to that found in [12].

The problem with attitude filters in general are the strong assumptions surround-
ing them that often do not hold for most applications. The most common assump-
tions are that the accelerometers and magnetometers are measuring the Earth’s grav-
itational and magnetic fields, respectively. The problem with the accelerometer as-
sumption, in particular, is that the aircraft is often in a dynamic state, where non-
gravitational accelerations are being measured and thereby corrupting the gravita-
tional direction vector. This in turn violates the Gaussian noise assumptions be-
hind the Kalman filter. There are Kalman filters that attempt to correct for these
accelerations[4, 9, 22] but they require an independent airspeed velocity measure-
ment to estimate the linear and centripetal accelerations. At the far-side of this spec-
trum, some approaches, for example [15], do not use the accelerometer as a vector
measurement at all but as a part of a larger kinematic model, which enables more
states to be recovered but at the cost of more instrumentation to ensure observability
and, in turn, more computation.

A common approach to improving the filter performance when these additional
measurements are not possible is by reducing the weight given to the accelerometer
by either reducing the gain in the CF or increasing the measurement noise associ-
ated with the accelerometer in the KF[21, 22, 23, 25, 26]. The problem with these
approaches is that after long periods of corruption, the corrections will have com-
pletely leaked into the attitude estimate, as described by reference [26]. Effectively,
these filters are adapting the cut-off frequency of the signal. The gyro can also not
compensate for these generated offsets, therefore the estimate will remain corrupted
until the accelerometer becomes uncorrupted again. Some of the CF approaches
eventually set the gain to zero; however, the problem arises when misclassification
of the gravity occurs. This is particularly a problem for slow accelerated motion
(e.g. an aircraft in a gentle, steady coordinated turn) which is difficult to distinguish
from the high noise levels present in MEMS accelerometers. It is for these reasons
that interpolation and gain-scheduling is deemed computationally unnecessary and
problematic. In the revised algorithm in [10], the accelerometer update step is elim-
inated when the accelerometer exceeds a threshold value for some period of time.
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Note that if the update step of the Kalman filter is not performed for an extended
period of time the Kalman gain will rely heavily on the next update step due to the
growth of the uncertainty in the covariance matrix. This over-reliance on a single
update is detrimental when considering the noise levels associated with a MEMS
accelerometer.

For gyro bias estimation, the literature is often divided into two main sets: inte-
gral compensation (e.g. [12]) and low-pass filter estimation(e.g. [25]). Integral com-
pensation regulates all the errors between the gyro and the static attitude estimate.
The downside of this approach is when the static attitude estimate is corrupted by
accelerations or magnetic distortion all the errors are assumed to be as a result of the
gyro. In contrast, low-pass filtering the gyro measurements enables one to determine
only the bias associated with the gyro. However, if the vehicle is in dynamic motion,
then the low-pass filter estimate will also be corrupted. The benefit of the separation
of the errors in the low-pass filter approach is that it enables the application of a
model for bias evolution, as will be presented in this paper.

In order to compensate for magnetic distortion, some filters implement a thresh-
old parameter. However, as of late, the trend is to limit the magnetic distortion effects
to the yaw angle estimate[10, 22, 25]. Using a filter structure such as this, enables
the question of magnetic distortion compensation to be eliminated from the attitude
problem. An alternative is presented in reference [1], where the magnetometer is
only checked for quasi-steadiness so that it can be used as a reference for bias re-
moval. Without an inertial reference for yaw, however, the already present drift in
the attitude estimate cannot be corrected.

3 Method

This section will explain the structure of the proposed attitude filter model. In addi-
tion, a brief explanation of the datasets and the approach taken to model the errors
in the sensors is given.

3.1 Filter Model

This section will elaborate on the filter model used. First, a high-level overview of
the proposed filter structure will be given and the differences between it and the filter
structure used in [25], hereafter referred to as the Valenti filter, will be discussed.
Thereafter, the specifics of each part of the proposed filter will be elaborated.

The Valenti filter integrates the gyro results, then computes the complementary
filter gain for the accelerometer based on the magnitude error of the accelerometer.
If the gain is greater than 0, the accelerometer measurement is fused; otherwise, the
path short-circuits to the magnetometer update. To incorporate the measurements,
the measurements are rotated according to the best-available attitude estimate and
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(a) The Valenti filter structure presented in
[25].

(b) The proposed filter structure.

Fig. 1 A comparison of the filter structures.

then the correction is partially applied using interpolation. The bias update is a low-
pass filter of the gyro measurements when the magnitude of the accelerometer and
differences in the rates measured by the gyros are all within a threshold.

The proposed filter is similar with respect to how the measurements are incorpo-
rated, but differs by when they are incorporated. The modified filter is significantly
more cautious of incorporating the accelerometer measurement than the original
version. It utilises the Swiss cheese model of risk management by stacking falli-
ble checks to produce a more robust check. This approach is akin to the process of
boosting in machine learning. Three checks are used at present: accelerometer mag-
nitude error, rate of change of the magnetic field vector, and a model of the gyro
bias. If this check passes, the Boolean result is low-pass filtered and only if this fil-
tered result becomes greater than a threshold, the accelerometer results are utilised.
The low-pass filter leads to a temporal steadiness check that becomes less sensitive
to dynamic motion that transiently satisfies the thresholds. The temporal check is
much like the model used in [10] but it differs in that the low-pass filter makes the
filter less sensitive to noise and disturbances that may reset the filter counter too
quickly. The proposed model is also more averse to using the accelerometer com-
pared to the model in [10], as that model uses the temporal term to stop using the
accelerometer as opposed to start using it. Moreover, only if the accelerometer mea-
surement can be trusted, does the model consider performing a bias update. The
aforementioned bias model in the check will have determined whether or not the
update is realistic by comparing it to a model of the bias evolution. The use of the
bias model in this way avoids slow dynamics, such as the aperiodic roll or a slow
turn, from being absorbed as a bias. This approach should also be preferred over
the integral dynamics approach as the error terms can be more carefully managed,
especially during these slow manoeuvres.
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For clarity, the quaternion that the filter returns is the passive transformation from
the body axis to the inertial axis and therefore the output should be conjugated
before being used as an attitude estimate.

3.1.1 Gyro Update

The gyro update, or the so-called prediction step, is performed by integrating the
corrected angular rate measurements (ω̃) using (4) or (5), in combination with (2).
The measured angular rate (ω̂) is corrected for bias B (where B is a function of time)
using (1). If the 1st-order approximate form (5) is used, then care must be taken to
re-normalise the quaternion. For most applications, the approximate form should
be sufficient under the small angle assumption. Moreover, the noise levels in the
measurements will most likely have a larger impact on the estimate’s accuracy.

ω̃ = ω̂−B(t) (1)

q̇t
IB =−1

2

[
0
ω̃

]
⊗qt−∆ t

IB (2)

qt
IB = qt−∆ t

IB ⊗ exp
(

ω̃∆ t
2

)
(3)

= qt−∆ t
IB ⊗

 cos
(
||ω̃||∆ t

2

)
ω̃

||ω̃||
· sin

(
||ω̃||∆ t

2

)
 (4)

≈ qt−∆ t
IB + q̇t

IB ·∆ t (5)

3.1.2 Accelerometer Update

The true normalised gravity vector is given by (6). In typical aircraft setups, the
IMU is aligned with the aircraft body-axis, and it is therefore important to remember
that the accelerometer measurement needs to be negated for this to be the correct
reference vector.

ḡ =
[

0 0 1
]T (6)

Next, the normalised accelerometer measurement â should be rotated with the cur-
rent estimate of the attitude quaternion (7). The transpose of the rotation matrix
means the vector observation is being rotated and not the coordinate frame. If the
estimate ã is correct then the estimate should equal the reference accelerometer mea-
surement ḡ. If drift has occurred, then the required rotation to transform ã into ḡ is
given by (8) and (9).

ã = RT (q̂IB) · â (7)
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q̂s =

√
ãz +1√

2
(8)

δ q̂acc =

[
q̂s
−ãy

2q̂s

ãx

2q̂s
0
]T

(9)

Since it is desired to combine the gyro and accelerometer estimates, it is nec-
essary to use Linear Interpolation (LERP) or Spherical LERP (SLERP), where the
interpolation is between the correction quaternion and the identity quaternion. The
gain for the interpolation is denoted as α in [25]. In the paper by Valenti et. al.[25], it
was recommended to switch between the two interpolation schemes using the scalar
component of the quaternion. The scalar quaternion is related to the projection of
the two vectors and is indicative of the magnitude of the required rotation. However,
reasonably good results are obtained by only using LERP, since the errors should be
small, except if a significant amount of drift in the attitude estimate has occurred.

3.1.3 Magnetometer Update

The reference magnetic field is given by (10), where Γ is the square of the magnetic
field strength in the xy-plane. This reference simplifies some of the later equations;
however, it is important to note that the reference is now magnetic North and not
true North as used by most navigation systems. It is also important to note that the
correction that will be applied will only impact yaw, meaning the z-component will
remain unaffected by the correction. This is critical to ensure the magnetometer
distortion only affects the yaw estimate. It also means that the filter does not need
to know the inclination of the local magnetic field; however, as a consequence, the
filter will not be able to use this information to its benefit either. At large latitudes,
the impact of magnetic distortion and attitude errors will begin to dominate the Γ

term.
m̄ =

[√
m̄2

x + m̄2
y 0 m̄z

]T
=
[√

Γ̄ 0 m̄z

]T
(10)

As with the accelerometer update, the magnetometer measurement must be rotated
according to the current estimate of the attitude, which includes the rotation gen-
erated by the accelerometer, if it was used during the current time-step. Integration
errors in pitch and roll and accelerometer updates that are corrupted by accelerations
other than gravity will mean that Γ̃ will in general not be equal to Γ̄ . Therefore, the
yaw estimate can only ever be as good as the estimate coming from the accelerom-
eter and the gyro. The estimate of δ q̂mag is combined using LERP/SLERP with the
gain parameter β as in [25].

m̃ = RT (q̂IB) · m̂ (11)

δ q̂mag =


√

Γ̃ + m̃x
√

Γ̃
√

2Γ̃
0 0

m̃y√
2(Γ̃ + m̃x

√
Γ̃ )

T

(12)
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3.1.4 Steadiness Model

During dynamic motion, there may be short periods where the accelerometer will
read a magnitude of 1g and potentially consider it a steady state. During a typical
phugoid motion, for example, momentary 1g values at the inflection points of the
periodic motion are experienced. These corrections tend to drive the estimated pitch
angle towards zero and, as a result of the method used to remove the bias, these
corrections would leak into the bias estimates of the gyro. These biases would then
further corrupt the gyro integration, which is critical for the unsteady portions of the
flight.

By using a low-pass filter on the Boolean check, steadiness can no longer occur
during dynamic motion. Even though more reliance is being placed on the gyros
as a result of there being fewer steady periods, this approach is should be preferred
as the assumption that the accelerometer is measuring the gravity vector is being
violated and should, in any case, not be used. Since the filtering is applied to the
Boolean check, it is possible to construct other checks that can augment or replace
the current checks, thereby making it more adaptable than simply applying it to the
measurements directly. Note that it is not necessary to low-pass filter the Boolean
check but alternatives like an increment and decrement approach can work; however,
then bounds checking should be implemented to avoid wind-up effects from long
periods of steady or unsteady motion.

γsteady and γunsteady are the low-pass filter dynamics for transitioning in and out
of steadiness. tsteady is a threshold used to determine when the aircraft is steady. A
reasonable value for tsteady is 0.7-0.8.

An important question is how to determine what constitutes steady motion. Ap-
proximate 1g conditions can occur during accelerated flight as previously stated
and therefore additional checks are required. The first considers the use of a gyro
bias model and the second the time derivative of the low-pass filtered magnetometer
measurements, as described below. The accelerometer measurement is also low-pass
filtered prior to being used in the check.

Fig. 2 Illustration of the
exponential transition from
unsteady to steady and vice-
versa as a result of the low-
pass filter dynamics.
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3.1.5 Gyro Bias Model

Often with accelerometer-based complementary filters, pseudo steady-states result
in dynamics or slow motion being erroneously classified as biases. This is particu-
larly common with roll dynamics. This is in part due to the absence of an absolute
measure for yaw rates. Such attitude filters commonly employ gyro thresholding
(i.e. ω t −ω t−1 < tω ) to detect steady states and, as a consequence, the gyro cannot
distinguish a bias from a constant rate turn. Moreover, the noise levels in the ac-
celerometer make it difficult to differentiate between a gentle turn and noise. The
rate of change of the magnetometer solves some of these problems but still suffers
from transition periods from steady to dynamic motion. Having a model of plausible
updates means the filter can then detect and reject erroneous updates.

The most common model for describing the bias of a gyro is through a random
walk model (e.g. [8] and [6]). This model assumes that quasi-deterministic drift fac-
tors in the bias, for example thermal sensitivity, are already adjusted for, making this
model an accurate representation of the bias. A well-known model for the bounds
of a Gaussian random walk is given by cσ ·σ

√
n, where cσ is the confidence bound

for a Gaussian distribution (e.g. cσ = 2 gives a 95% confidence interval), σ is the
standard deviation of the random walk, and n is the number of iterations since the
last bias update. Figure 3 illustrates a Monte-Carlo simulation of a Gaussian random
walk and the growth of the assumed bounds for different values of cσ .

When implemented, the gyro bias is continuously estimated such that the true
bias is already being tracked when the first bias update occurs, resulting in an ulti-
mately lower tracking error, especially if the filter becomes unsteady shortly after
becoming steady. Note, however, that since no high-frequency estimate of the bias
is being provided, the low-pass filter will always lag behind the true value, but it
is assumed that the bias evolves slow enough such that the lag is not noticeable or
detrimental to filter performance. Furthermore, the model enables a higher bias gain
to be used without suffering from the dynamics leaking into the bias estimate. Note
that the bias being estimated is only the component that arises from the rate ran-
dom walk, which means that even if perfect tracking accuracy is obtained, an angle

Fig. 3 The evolution of the
uncertainty in the position of a
1D agent over 100 runs, where
each step is taken according
to a Gaussian distribution.
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random walk will still occur due to the integration of the Gaussian noise present
in the gyro measurements. The accelerometer and magnetometer measurements are
responsible for removing the error caused by the angle random walk.

In order to apply the model, the model bounds need to be reduced after updates.
A first approach may be to reduce the bound to zero after an update; however, the
bounds also dictate steadiness and usually more updates are desirable since the bias
is being estimated from a noisy process. Therefore, low-pass filtering n to zero, with
the same dynamics as the gyro bias, is the approach adopted in this paper.

3.2 Simulation Setup

In order to test the filter, data was generated in the JSBSim1 flight dynamics simula-
tor using the default Cessna C172x aircraft model. Since the data was simulated, the
correct attitudes were known. However, to test the filter, the data was passed onto
the filter after being realistically corrupted prior to usage. All three instruments were
modelled as experiencing Gaussian noise, but bias was only added to the gyro data,
which was modelled as a random walk. Results from an aileron doublet, an elevator
doublet, and a coordinated turn are shown in the following section.

4 Results & Discussion

This section will present and discuss the results obtained from the simulated mea-
surements described in Section 3.2. The state estimation performance of the pro-
posed filter will be compared with that of the Valenti filter. For the readers refer-
ence, two other popular filters have been included for comparison but will not be
analysed in depth. The two filters are: the commonly-used original Madgwick filter
(chapter 3 in [10]) and the Multiplicative EKF (magnetic distortion not limited to the
yaw-axis). All filters in this section assume the accelerometer measures the gravity
vector. The attitude filter gains for all filters were kept constant for all manoeuvres
to better demonstrate the robustness of the filters in a real flight situation. In ad-
dition, all filters are initialised with the known true attitude; however, this is only
of significance in the coordinated turn test case. Next, outliers were determined by
(13), where x is the data point, Q denotes the quartile, and IQR is the inter-quartile
range. Finally, the noise realisations for the single stochastic simulations were not
the same but chosen such to illustrate a worst-case scenario.

outliers ∈

{
x > Q3 +1.5× IQR
x < Q1−1.5× IQR

(13)

1 JSBSim homepage: http://jsbsim.sourceforge.net/
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4.1 Impact of Time-dependent Steadiness

It is clear from Fig. 4 that the proposed filter can be said to perform on average
better than the Valenti filter with a 95% confidence interval for the simulated drift
rates. However, it is also clear that the results from the proposed filter have a larger
variance. The larger variance arises because the proposed filter is purely integrating
the gyro values (Fig. 7), whose biases continue to drift while the bias estimate re-
mains constant (Fig. 5). The angle random walk from integrating the white noise in
the gyro measurement is also a contributing factor. The Valenti filter, in contrast, pe-
riodically updates using a non-drifting but corrupted source (accelerometer), which
thereby reduces this variance.

The root-mean-square error (RMSE) is a useful metric for overall performance.
However, the behaviour of the filter should be evaluated to ensure that the filter is
producing meaningful results. Figure 7 demonstrates that the Valenti filter damped
out the roll response of the aircraft, whereas the proposed filter managed to avoid
filtering out these dynamics. It is clear that long periods of dynamic motion would
ultimately suffer from drift, as expected for any dead-reckoning-based algorithm.
If the accelerometer gain in the Valenti filter were increased, the corrections in the
pitch axis will be incorrectly driven towards zero, as in Fig. 6. In cases where the
expected behaviour is not well known, the Valenti filter will, as a result, be harder
to tune and may perform substantially worse.

Filters based on regulating an error term tend to merge the acceleration distortion
with the bias estimate. The Valenti filter solved this problem with the low-pass filter
on the gyro, but it can be observed in Fig. 5 that without a robust scheme to detect
dynamic motion, dynamics will leak into the estimate.
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Fig. 4 A Monte-Carlo simulation of 50 runs for the elevator doublet test case. The wider spread
for the proposed filter arises because of the stochastic drift.
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Fig. 5 A comparison of the bias tracking performance for the different filter models. The Valenti
filter bias tracking error is an order of magnitude larger than that of the proposed filter.
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Fig. 6 Valenti Filter pitch response when a larger accelerometer gain is used.

4.2 Impact of Gyro Model

One problem with slow dynamic motion is that it may be incorrectly classified as
a bias. This was seen in the previous set of results; however, it can be more clearly
determined from Fig. 8 at around 20 seconds. Note that the accelerometer is not
used after 5 seconds due to the inclusion of the rate of change of the magnetic field,
which is assessed in more detail in Section 4.3.

Furthermore, it is clear that the injected doublet at the 5 second mark is also
being partially classified as a bias, which ultimately deteriorates the subsequent gyro
integration performance. The integration performance would be substantially worse
if the gain for bias estimation was increased. This result means the gain would need
to be partially selected based on the manoeuvres performed and not purely based
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Fig. 7 A comparison of the attitude estimates for a single stochastic simulation of the filters to a
elevator doublet. The proposed filter error is dominated by drift. The Valenti filter drives the roll
angle towards zero and corrects at the pseudo-static inflection points of the angular rates.

Copyright by the author(s) and/or respective owners. Published with authorisation by CEAS.



Robust Complementary Filter for Attitude Estimation 15

on the properties of the gyro. Figure 11 illustrates the model’s ability to reject the
doublet motion and, ultimately, the pseudo steady-state at 20 seconds. If the bias
model is only used for updating the bias and not in the steadiness check, Fig. 9 will
result. This small offset in roll is usually not detrimental but the impact would be
dependent on the accelerometer gain used, meaning another parameter would need
to be selected based on the manoeuvres performed.

Finally, Fig. 10 shows the impact the removed roll response has on the heading
estimate. In order for the assumption to treat the heading and attitude determination
as a decoupled problem to be valid, the error impact on yaw must be limited to
avoid the heading performance from being bounded by the attitude determination
algorithm. This conclusion supports the use of the proposed filter.
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Fig. 8 The impact of not using a bias model. Note this includes the magnetic field rate. Further-
more, the bias’ low-pass filter gain was selected to minimise the impact of the command input on
the bias estimate.

4.3 Impact of Rate of Change of Magnetic Field

The aforementioned results demonstrated the issue of roll angle determination; how-
ever, it is also necessary to assess a shortcoming of the steady determination in the
Valenti filter for this particular application. During a steady turn, the measured rates
will be constant and the acceleration noise will also make it difficult to differentiate
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Fig. 9 The impact of using the bias model only for bias estimate updates. The filter is unable to
distinguish a constant rate turn from a steady state. The unsteady state post 20 seconds arises due
to the inclusion of the magnetic field rate.
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Fig. 10 A Monte-Carlo simulation of 50 runs for the aileron doublet test case.

the noise from the increased norm due to the centripetal acceleration. This is the
reason why the Valenti filter performs corrections in Fig. 12. Moreover, the linear
interpolation between the thresholds t1 and t2 in the Valenti filter enable the slow
dynamics to leak through in any case. The gyro model and/or the magnetic field rate
is responsible for the correct detection of unsteadiness in this case. The use of the
magnetic field rate can be seen as a more robust (Fig. 13) alternative to the almost
de facto standard of thresholding the difference in the gyro values and an alternative
when the bias cannot be accurately modelled by a Gaussian random walk.
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Fig. 11 A comparison of the attitude estimates for a single stochastic simulation of the filters to a
aileron doublet. The Valenti filter incorrectly continues to use the accelerometer vector measure-
ment during times of dynamic motion.
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Fig. 12 A comparison of the roll estimates for a single stochastic simulation of the filters during a
coordinated turn. The Valenti filter incorrectly drives the roll angle towards zero.
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Fig. 13 A Monte-Carlo simulation of 50 runs for the coordinated turn test case.

5 Conclusions & Recommendations

In this paper, a novel robust dynamic-state detection algorithm was developed for
use with aircraft state filters using an accelerometer as a vector measurement. The
algorithm consisted of a time-dependent check that was made more robust by mod-
elling the evolution of the gyro biases and including the rate of change of the mag-
netic field vector. The model is able to successfully distinguish slow dynamic ma-
noeuvres from biases and eliminate the problem of pseudo steady-states. The filter
is, however, not suitable for extended periods of dynamic motion as the gyro drift
will begin to determine the filter performance. The filter was tested on a fixed-wing
aircraft but the model can be applied equally to other applications, such as pedes-
trian navigation, rotary aircraft, and gait analysis.

Evaluation of the filter performance using real sensors to validate it in more real-
istic scenarios is still necessary. Moreover, magnetic distortion has not been treated
at length and is an important concern for electric propulsion vehicles and pedestrian
navigation. It may be possible to generate a magnetic distortion model by using
the gyros to estimate the distortion vector during the distortion transition period.
Furthermore, to limit the impact of extended accelerations on the bias estimation,
an approach similar to the quasi-static magnetic field for bias removal present in
[1] could be used to determine quasi-static accelerations during rectilinear motion.
Additionally, the proposed filter can be compared with the revised filter in [10].
Finally, the angular rate of the aircraft can be obtained from a set of two vector mea-
surements. During a sustained turn, the rate of change of the accelerometer vector
measurement is zero and the gravity vector direction can be estimated from the gyro
attitude estimate once the aircraft is determined to be in a sustained turn and before
significant drift has occurred. This will enable the vehicle to use a non-drifting ref-
erence for angular rate and potentially enable the drift of the gyro to be estimated
during turns. A mathematical proof-of-concept using least-squares regression to in-
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vert the skew-symmetric matrix has been made but practical testing and feasibility
with respect to noise levels in measurements should still be evaluated.
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