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Abstract A complete flight control architecture with two different operating modes
is developed for a 24.6 kg UAV. The first control mode provides easy-handling of
the UAV for a remote pilot from the ground. All relevant control loops are designed
using loopshaping techniques and gain-scheduling over airspeed. Comprehensive
details of the model-based design procedure are given. The second mode provides
3D path-following capabilities using cubic spline segments between specified way-
points. A way of calculating a virtual target point on the splines is introduced with a
focus on practically relevant issues such as switching between different spline seg-
ments. A nonlinear guidance law from the literature is implemented. Experimental
validation of both control modes is performed in several flight tests, showing high-
performance in real-world conditions.

1 Introduction

This paper develops a complete flight control architecture with two different oper-
ating modes for a remotely-piloted research unmanned aerial vehicle (UAV) with
a mass of 24.6 kg. Comprehensive details about the design of all relevant control
loops using loopshaping techniques and gain-scheduling on airspeed are provided.
Further, practically important protection functions are included. The first control
mode provides easy-handling of the UAV for a pilot from the ground. Such a con-
trol mode is relevant to increase safety and reduce training effort for UAV pilots. A
similar control mode is, e. g., provided with the PX4 Flight Stack that is part of the
open source project Dronecode [6].
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The second mode provides 3D path-following capabilities using cubic spline seg-
ments between specified waypoints. Path-following is a key enabler for increasing
autonomy of unmanned aerial vehicles (UAV) and has been extensively studied in
the literature, see e. g. [27] for a survey. Recent approaches use nonlinear meth-
ods which, according to [2], can be divided into three categories. These categories
are vector-field-based approaches (e. g., [15, 17, 18]), error-regulation-based ap-
proaches (e. g., [25]) and virtual-target-following approaches (e. g., [2, 16, 22]).
In vector field methods, the aircraft is steered towards a desired path along a pre-
defined vector field. Error-based methods directly operate on a previously defined
error such as the distance from the desired path or heading error. Virtual-target-
following uses a geometric solution, forcing the aircraft towards a moving point
on the path. Path-following algorithms are often studied in 2D-applications. Cor-
responding simulation studies are found, e. g., in [12, 15, 18, 25, 27]. There are
also several reported experimental validations of UAVs following 2D-paths in flight
tests, e. g. [16, 17, 21, 20, 23]. In all flight tests, geometrically simple paths such
as straight line segments, arcs, and combinations were used. The three dimensional
path-following problem was recently addressed in [2] and investigated in simula-
tions using cubic splines. Cubic splines can resolve very complex spatial curves
while providing continuous curvature, which is in contrast to, e. g., Dubins paths
[7]. Thus, it is in principle possible to select paths that satisfy kinematic constraints.
A flight test with a small-scale 2.3 kg remotely-piloted aircraft flying aerobatic ma-
neuvers is reported in [24]. The present paper uses the guidance law introduced in
[24] and further provides a way of calculating a virtual target point on 3D splines
with a focus on practically relevant issues such as switching between different spline
segments. Experimental validation of both control modes is performed in several
flight tests and proves high-performance in real-world conditions.

The paper is structured as follows. Section 2 introduces the UAV and shows
aerodynamic parameter identification results. All control systems are developed in
Section 3. Section 4 considers the path-following problem and Section 5 provides
the experimental validation.

2 Scaled Test Aircraft ULTRA-Extra

The ULTRA-Extra, depicted in Figure 1, is an unmanned replica of the aerobatic
aircraft Extra 330 ML with a scale of 1:2.5. It is driven by an electric motor deliv-
ering a maximum power of 7.2kW. Flight test experiments lasting up to 20 minutes
are possible. The aircraft has a total mass of 24.6kg and a wingspan of 3.10 m. It
can either be controlled by a flight control computer or by a safety-pilot via remote
control. For data distribution purposes an Ethernet-network as well as a controller
area network (CAN) are included. Data recording is realized on a separate computer.
In order to control and monitor flight test experiments, a telemetry link between the
aircraft and the flight test engineer is realized. The overall concept and main parts
of the setup are described in [13].
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Fig. 1 Flight test aircraft ULTRA-Extra.

2.1 Hardware

The onboard avionics comprise several sensors, computers, and radio equipment.
The key component is a real-time computer that supports direct code compilation
from MATLAB/Simulink. It serves as the flight control computer, hosts GNC ap-
plications, processes measurements and issues control outputs to the servos. An
industry-grade high-quality navigation platform provides accelerations and rate
measurements. GPS position and heading are determined using dual-antennas.
Moreover, Differential GPS correction is provided by a third antenna on ground.
This way, a position accuracy of up to 0.02 m is possible. Air data, such as airspeed,
angle of attack, angle of sideslip, static air pressure, and air temperature are mea-
sured by a five-hole-probe. This sensor was developed in-house and calibrated in
an extensive wind tunnel campaign [19]. An integrated laser sensor measures the
altitude above ground.

2.2 Parameter Identification

For model-based development of GNC applications, a verified high fidelity simula-
tion model is necessary. The ULTRA-Extra is modeled using a standard rigid body
flight dynamics approach. The model comprises computations of forces and mo-
ments due to propulsion, the interaction between the landing gear and ground, and
aerodynamics. An extensive flight test campaign was performed for the ULTRA-
Extra in order to identify parameters for a one point gray-box aerodynamic model.
A total of 24 flights were undertaken in which 148 identification maneuvers were
performed. For this purpose, an in-house developed autopilot for aerodynamic pa-
rameter identification was used [14]. The output error method [11] was used to
obtain the aerodynamic parameters from the data. Figure 2 shows representative
results of the system identification.
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Fig. 2 Validation of aerodynamic model, measurement ( ), simulation ( ), maneuver sepa-
ration ( ).

3 Control Systems Design

The flight control system should be applicable to fixed-wing remotely-piloted air-
craft with a conventional configuration, i. e., with elevator, aileron, and rudder as
control surfaces. It should further implement the required low-level functionalities
for automatic path following and for automatic start and landing. A flight test en-
gineer must be able to choose and activate different modes and must also have the
possibility to control the UAV from the ground.

The classical way of controlling a remotely-piloted aircraft is directly through
elevator (pitch), aileron (roll), rudder (yaw), and throttle (speed) inputs. The pilot
steers the UAV from the ground and uses his or her sight as the primary “feedback
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signal”, which is very different from how an onboard pilot controls an aircraft, rely-
ing mostly on sensed accelerations and visual attitude indicators. Estimating attitude
from the ground, e. g., in order to keep a straight level flight, is a challenging task
that requires hours of training. Providing an intuitive and “care-free” ground control
mode is therefore an important aspect of the control system and drives the decision
for the controller structure. Consequently, vertical speed and bank angle are selected
as the primary controlled quantities. Hence, the pilot can directly control climb and
sink rate of the aircraft and bank to turn. The idle state of the remote control corre-
sponds to altitude hold straight flight. A conventional autothrottle maintains airspeed
and turn coordination is implemented via sideslip angle feedback. An overview of
the controller structure is given in Figure 3.

Autothrottle

Vtas

δth
Vref

Vert. accel.

nz

δeVert. speed

w

nz,ref
wref

Roll rate

p

δaBank angle

Φ

Φref
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β

βref

Yaw damper

r

δr

pref

Fig. 3 Basic flight control law overview.

3.1 Basic Flight Control Law

Linearization for straight level flight yields decoupled models for the longitudinal
and lateral-directional dynamics. Since the ULTRA-Extra is an aerobatic aircraft,
coupling effects between roll and yaw dynamics are negligible. Hence, control for
all three axis can be addressed separately. A cascaded controller structure is chosen
to exploit the principle of integrator chains (cf. e. g. [28]). Following this approach,
linear single-input-single-output control problems with a clear physical interpreta-
tion are obtained. A qualified control design technique for such problems is classi-
cal loopshaping [10]. It can assure sufficiently high gain at low frequencies and low
amplification at higher frequencies while providing robustness around the desired
closed-loop bandwidth.

In order to obtain controllers suitable for the whole flight envelope, gain-scheduling
over airspeed is applied. All controllers are designed using continuous time models.
The implementation is discrete and includes anti-windup compensation and lim-
itations on all controller outputs to ensure safe operation. Further, high-angle-of-
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attack-protection is installed to avoid stall and a turn compensation crossfeed is
implemented to support longitudinal control.

3.1.1 Longitudinal Control

The most inner longitudinal controller uses the elevator (δe) to track vertical accel-
eration (nz). Deviating from, e. g. [5] or [26], tracking the acceleration is preferred
over pitch rate or angle-of-attack control. Doing so establishes an integrator chain
to the vertical speed w, facilitating the design of the outer control loop.

Figure 4 shows the Bode plot of the linearized longitudinal dynamics (Pnz(s) =
nz(s)/δe(s)) for different airspeeds VA ∈ [20, . . . ,50]m/s. The plot shows apparent
variations with airspeed, justifying gain-scheduling. Specifically, the short period
frequency increases linearly with airspeed, while the phugoid frequency decreases.
Further, the magnitude of the transfer function increases quadratically with airspeed.
Within the considered airspeed range, the ULTRA-Extra exhibits a well-damped
short period mode (damping ratio ζSP > 0.7), making a pitch damper loop unnec-
essary. At higher frequencies, servo dynamics (ωact ≈ 34 rad/s identified in experi-
ments) and further known parasitic effects are visible. These parasitic effects include
computational, actuator and sensor delays.
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Fig. 4 Longitudinal dynamics model, V=50m/s ( ), 45m/s ( ), 40m/s ( ), 35m/s ( ),
30m/s ( ), 25m/s ( ), 20m/s ( ).

In order to design a controller, the model is reduced to the short period dynamics
(dashed lines in Figure 4). The Bode plot proofs accuracy of this model for fre-
quencies above ω = 1 rad/s. Based on the reduced model, a proportional-integral
controller Cnz is designed to maximize bandwidth under the constraint of a phase
margin of PMnz > 60 ◦. The control design leads to a controller zero in the imme-
diate vicinity of the short period frequency (i.e. approximately linearly increasing
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integral gain) and a proportional gain that reduces approximately quadratic with
airspeed. The resulting closed-loop bandwidth over all considered airspeeds then
varies from ωnz = 1.6 rad/s at 20 m/s airspeed to 2.0 rad/s at 50 m/s.

With the nz control loop closed, the vertical speed controller Cw can be selected
as a proportional gain. Maximizing the control loop bandwidth under the constraint
of a phase margin PMw > 50 ◦ produces a gain-schedule which increases approx-
imately linear with airspeed. The closed-loop bandwidth varies from 0.8 rad/s at
20 m/s to 1.1 rad/s at 50 m/s. As the inner loop controls acceleration in the body-
fixed frame, but the outer loop controls vertical speed with reference to earth, a
small steady-state error of less then 4% results and is deemed acceptable. The con-
troller output is a reference load factor (nz,ref), limited subject to current airspeed in
order to avoid stall. This limit is adapted online from the model-based relation

nz,max =
ρ V 2

A S
2G

CLα αmax, (1)

using the known wing area S, current airspeed VA, air density ρ , weight G, and
angle-of-attack lift effectiveness CLα [1]. A maximum of αmax = 12 ◦ is chosen for
the ULTRA-Extra.

The second longitudinal control loop encompasses an autothrottle to track a given
airspeed as measured by the 5-hole-probe of the aircraft. A proportional-integral
controller is designed to achieve a closed-loop bandwidth of 2.5 rad/s with a 75◦

phase margin. Figure 5 shows the closed-loop step responses of the longitudinal
control loops over the complete airspeed envelope.
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Fig. 5 Closed-loop response to vertical speed and airspeed commands, V = 50m/s ( ),
45m/s ( ), 40m/s ( ), 35m/s ( ), 30m/s ( ), 25m/s ( ), 20m/s ( ).

3.1.2 Lateral-Directional Control

The rolling motion is controlled through aileron deflection (δa). A reduced model
of the lateral dynamics is derived to apply loopshaping. It includes roll rate p, yaw
rate r, velocity in y-direction (v) (body-fixed), angle of sideslip β , and parasitic dy-
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namics. The low roll-yaw-coupling and the variation of the dynamics with airspeed
are apparent in the open-loop Bode plot shown in Figure 6.
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Fig. 6 Lateral-directional dynamics model, V = 50m/s ( ), 45m/s ( ), 40m/s ( ),
35m/s ( ), 30m/s ( ), 25m/s ( ), 20m/s ( ).

Following the same integrator-chain strategy as in the longitudinal case, an inner
loop is designed to track roll rate (p) using proportional-integral control with a pro-
portional outer control loop feeding back the bank angle (Φ). This architecture is
slightly different from the commonly used proportional-integral bank angle control
loop with proportional inner loop roll rate feedback.

The roll rate controller is designed to maximize bandwidth under a phase mar-
gin constraint of 60◦. The integral gain is scheduled such that the controller zero
remains in the vicinity of the roll subsidence mode and the proportional gain is
decreased inversely proportional to airspeed squared. The result is an almost con-
stant closed-loop bandwidth of ωp = 3.7 rad/s for all considered airspeeds. The bank
angle controller gain schedule is chosen to satisfy a 60◦ phase margin constraint,
resulting in slightly increasing gain over airspeed. The closed-loop bandwidth is
1.4 rad/s at 20 m/s airspeed and 1.7 rad/s at 50 m/s. The body-fixed roll rate used
in the inner feedback loop is not exactly the derivative of the bank angle Φ , so a
small steady-state error is again accepted. This control error could be reduced to
zero by feeding back the inertial roll rate d

dt Φ = p+ sinΦ tanΘ q+cosΦ tanΘ r in
the inner loop instead of the body-fixed roll rate p.
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To avoid loosing altitude as a result of banking the lift vector, the maximum bank
angle is limited subject to current airspeed as given in Table 1.

Table 1 Maximum bank angle command Φcmd subject to current airspeed.

Airspeed VA [m/s] 20 25 30 35 40 45 50

Φmax [deg] 30 45 45 50 50 50 50

The yaw damping is first augmented with washed-out yaw rate (r) feedback to
increase dutch roll damping to ζDR > 0.4. Then, a proportional-integral controller
is designed to track the sideslip angle (β ), measured by the aircraft’s 5-hole probe.
This control loop guarantees aerodynamically clean flight even in crosswind con-
ditions. Further, decrab maneuvers and certain aerobatic flight maneuvers are easy
to perform by directly controlling sideslip. This controller is also designed to maxi-
mize the closed-loop bandwidth such that a 60◦ phase margin constraint is satisfied.
The resulting closed-loop bandwidth varies from ωβ = 1.1 rad/s at 20 m/s airspeed
to 2 rad/s at 50 m/s airspeed.
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Fig. 7 Closed-loop response to bank angle and sideslip angle commands, V =50m/s ( ),
45m/s ( ), 40m/s ( ), 35m/s ( ), 30m/s ( ), 25m/s ( ), 20m/s ( ).

3.2 Non-Linear-Guidance-Law

While waypoint flight is easily achieved with the previously described autopilot
functions (i. e., acquire heading and acquire altitude), path-following is a more chal-
lenging task. Path-following here refers to exactly following a given path in con-
trast to flying straight towards a given waypoint. Such capabilities are implemented
using the Non-Linear-Guidance-Law (NLGL) introduced by [22][23]. The NLGL
approach can be classified as a virtual target following technique. It is chosen be-
cause of its simplicity, its ability to compensate for unknown wind, and its model
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independence. In this work, the original NLGL is enhanced in order to follow three
dimensional paths.

Let the aircraft (position
#„
P and velocity

#„
V in an inertial reference frame) be in

close proximity to the path
#„
S (t). Given a constant distance

∥∥ #„
L
∥∥, a virtual target

point
#„
T on the path can be defined at the intersection of the path

#„
S (t) and a sphere

with radius R =
∥∥ #„

L
∥∥ around the aircraft. That is, the target point

#„
T moves along

the path as the UAV advances and
#„
L =

#„
P − #„

T . As shown in [22],
∥∥ #„

L
∥∥ is a tuning

parameter that can be chosen, e. g. based on a stability analysis with a linear plant
model. The guidance law computes the acceleration which is required to align the
velocity vector

#„
V with

#„
L , i. e., it smoothly steers the aircraft on the given path. This

is illustrated in Figures 8.

S(t)

t

xi
yi

zi

V L

TP

V
ah,cmd

av,cmd

L

Fig. 8 Target point definition and acceleration to rotate the velocity vector towards the target point.

When
#„
L and

#„
V are expressed in the flight-path coordinate system, the accelera-

tion is calculated as

#„acmd =
2∥∥ #„
L
∥∥2 (

#„
V × #„

L )× #„
V =

 0
ah,cmd
av,cmd

 . (2)

Thus, #„acmd never has a component in the direction of flight. The acceleration com-
mands are always normal to the current velocity vector and correspond to horizontal
and vertical acceleration commands. These commands are fed as references to the
basic flight control law described in Section 3.1. The horizontal acceleration ah,cmd
is translated to a bank angle reference

Φcmd = atan
(

ah,cmd

g

)
, (3)

where g is the gravitational acceleration. The vertical acceleration is transformed
into the body-fixed coordinate system. According to [1] this leads to
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nz,cmd =−sin(χ−Ψ) sin(Θ−γ) cos(Φ)
ah,cmd

g
+ cos(Θ−γ) cos(Φ)

av,cmd

g
, (4)

where Ψ is the current heading angle and γ is the flight path angle. In many cases,
χ−Ψ and Θ−γ are very small and Equation (4) simplifies to

nz,cmd = cos(Φ)
av,cmd

g
.

4 Spline Calculation and Path-Following Algorithm

The task of path-following is, in general, different from a simple waypoint flight.
The latter usually connects consecutive waypoints by straight lines. A common so-
lution for actual path planning, i. e., to define a segment between waypoints, is to
create a Dubins path [7]. Both approaches generally lead to discontinuities in the
path curvature, making it impossible for a UAV to exactly follow the prescribed
path due to fundamental kinematic constraints. In this study, cubic splines are used
to connect the waypoints, so that the resulting path is twice continuously differen-
tiable. The waypoints are set manually in the form of a list of consecutive waypoints.
Using the telemetry link between the aircraft and the ground control station, way-
point lists can be transferred during operation.

Each of the n waypoints is originally defined in terms of latitude, longitude, and
elevation above the reference ellipsoid of the world geodetic system WGS84 [3].
A transformation into the Cartesian earth-centered-earth-fixed coordinate system
(ECEF) is then performed and cubic splines

#„
Sk(t) =

Sk
x (t)

Sk
y (t)

Sk
z (t)

 ,k ∈ {1, . . . ,n−1} (5)

are calculated using the algorithms stated in [8]. This calculation is done aboard
the ULTRA-Extra once a waypoint list is provided or replaced. The polynomial co-
efficients are stored in matrices Mk

i ∈ R(n−1)×4, i ∈ {x,y,z} ,k ∈ {1, . . . ,n−1}. For
the kth spline segment this leads to Sk

i (t) = Mk
i ·
[
1, t, t2, t3

]T . Every spline seg-
ment

#„
Sk(t) is defined on the interval

[
0, tmax,k

]
:=
{

t ∈ R |0≤ t ≤ tmax,k
}

, while the
length tmax,k can vary for each segment k. As the spline is fixed, the length tmax,k of
every segment can be computed by solving0

0
0

=

Sk
x (t)−Sk+1

x (t=0)
Sk

y (t)−Sk+1
y (t=0)

Sk
z (t)−Sk+1

z (t=0)

 . (6)
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4.1 Calculation of Target Point

To apply the NLGL as described in Section 3.2, Equation (2) needs to be evaluated.
While the current UAV position and its velocity vector can be measured via the
inertial navigation platform, the look-ahead-vector

#„
L , and thus the target point

#„
T ,

must be computed. This is done on the currently active spline segment preceding
the currently active waypoint. If the distance to the active waypoint is less than a
specified check distance, the point is considered visited and the next waypoint (and
hence spline segment) is activated.

Assume that a reasonable radius R is chosen and that the Euclidean distance of
the UAV to the spline is less than this radius. Such a situation is depicted in Figure
9a. The desired target point is one of the two intersection points of the sphere around
the aircraft and the current spline segment

#„
Sk(t). Thus,

∥∥∥ #„
Sk(t)−

#„
P
∥∥∥= ∥∥ #„

L
∥∥ holds.

This equation can be expanded and rearranged in order to obtain a polynomial of
order six in t such that

0 = a0 +a1 · t +a2 · t2 +a3 · t3 +a4 · t4 +a5 · t5 +a6 · t6. (7)

Each of the coefficients ai, i ∈ {0, . . . ,6} of this polynomial can be calculated by
an individual and fixed formula. In these formulae, only the known aircraft po-
sition, the selected radius of the sphere and the given spline parameters Mk

i are
used. Then, a root search on the current spline segment

#„
Sk(t) is done. Because

of the formulation of the problem, a maximum of two real solutions
{

tsol1 , tsol2

}
can be found. Since every segment has a finite length, it has a defined interval[
0, tmax,k

]
:=
{

t ∈ R |0≤ t ≤ tmax,k
}

on which the cubic polynomials Sk
i (t) are part

of the spline.
In the situation depicted in Figure 9a two valid solutions exist. By choosing

tsol = max
{

tsol1 , tsol2

}
, the path will always be followed in the correct direction.

Afterwards,

#„
T =

#„
Sk(tsol) =

Sk
x (tsol)

Sk
y (tsol)

Sk
z (tsol)

 (8)

yields the desired target point.
In a first implementation of the algorithm, the root search for the polynomial

given in Equation (7) was done using the MATLAB routine roots which computes
the eigenvalues of the companion matrix of the polynomial. Since the spline is given
in ECEF coordinates, the companion matrix is numerically ill-conditioned. Solving
Equation (7) was therefore unreliable and often led to wrong solutions. Shifting
the origin of the coordinate system into, e. g., the first waypoint did not resolve
the issue. In the final implementation of the target point calculation, the fzero
algorithm of MATLAB is chosen [9]. This algorithm uses a combination of methods
such as inverse quadratic interpolation, bisection, and the secant method [4].
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Fig. 9 Target point selection.

4.2 Target Point Selection

As an iterative method, the fzero command requires an initial point tinit and com-
putes a local solution in the vicinity of this initial point. Keeping the situation of
Figure 9a in mind, it is not trivial to define an initial point leading to the correct
solution tsol. If tinit is chosen near the intersection point behind the aircraft, a wrong
target point is obtained, guiding the aircraft in the wrong direction. To overcome this
problem, both intersection points are calculated, meaning two initial points have to
be defined. As long as no solution to Equation (7) is found, one initial point is cho-
sen to be at the beginning of the current spline segment, i. e. tinit,1 = 0. In case of
two valid solutions on the current segment, the maximum distance between them is
exactly the diameter of the sphere around the aircraft. Hence, tinit,2 = tinit,1 + 2R is
the second initial point for the root search algorithm. After the correct solution tsol
is computed for the first time, the initial points are updated to be tinit,1 = tsol and
tinit,2 = tinit,1 +2R.

In a situation as depicted in Figure 9b, the distance between the spline and the
aircraft is exactly R. Here, only one intersection point and thus only one valid solu-
tion can be found. The initial point is updated to be tinit,1 = tsol. One time step later,
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the distance between the spline and the aircraft is less than R and two solutions can
be found. To assure the correct flight direction, again a second initial point with
tinit,2 = tinit,1 +2R for the root search is used.

Figure 9c shows a situation where the distance of the aircraft to the waypoint is
larger than the check distance, but only one intersection point on the active spline
segment is valid. The intersection point ahead of the UAV exceeds the permitted
interval

[
0, tmax,k

]
and is discarded. To avoid a turn in the wrong direction, Equa-

tion (7) needs to be evaluated also on the next spline segment
#„
Sk+1.

In a situation in which the distance between the spline and the aircraft is larger
than the diameter of the sphere, no solution to Equation (7) can be found, see Fig-
ure 9d. As evaluation of Equation (2) requires a look-ahead vector

#„
L , the currently

active waypoint is chosen as the target point in this case. Concurrently, the norm
of

#„
L =

#„
P − #„

T is adjusted to the diameter of the sphere while retaining its direc-
tion. Once at least one intersection point between the spline segment and the sphere
around the aircraft exists, the target point is updated again.

5 Flight Test Experiments

Prior to real flight test experiments, a comprehensive Hardware-In-The-Loop (HITL)
test campaign was performed. Within this campaign, virtual test scenarios were un-
dertaken. The goal was to validate the controllers as well as the path-planning and
path-following algorithms described in the previous sections. These software mod-
ules were processed on the true hardware aboard the ULTRA-Extra. The tests con-
firmed the desired “easy-handling” of the aircraft in remote control mode and very
good path following performance. Hence, real flight tests took place in July and Au-
gust 2018. For this purpose, the Institute of Aircraft Systems Engineering possesses
a ground control station which provides the necessary infrastructure to control and
monitor flight test experiments [13].

5.1 Remote Control Mode

In order to validate the remote control mode, changing commands are issued using
a commercial-off-the-shelf joystick and thrust lever. The commands are send to the
aircraft via telemetry link. Varying bank angles, climb and sink rates, airspeeds, an-
gles of sideslip, and combinations of the aforementioned are commanded in several
flights. During the campaign, the airspeed range from 20m/s to 40m/s was explored.
Figure 10 shows exemplary results gathered in different flight tests. Each subplot in
Figure 10 is to be interpreted independently of the others with time indicating the
respective time of a particular flight experiment.

Tracking performance of the bank angle controller is evidently excellent, result-
ing in very quick responses without overshoot. The same is true for the vertical speed
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Fig. 10 Measurement data for remote control mode evaluation. Subplots show results from inde-
pendent flight tests: command ( ), value ( ). The nz plot additionally shows the upper limit
nz,lim ( ) enforced by the angle-of-attack protection.

controller, although minor deviations are visible as a result of turbulence. All inner
loop controllers, i. e., the angle of sideslip controller, the roll rate controller, and
the load-factor controller track the issued commands tightly. Airspeed is also well
controlled by the autothrottle. The only visible deviations occur in a pitch-up-pitch-
down maneuver (at maneuver time 120 s) and during the last large step command,
where saturation is encountered. Functionality of the angle-of-attack-protection is
apparent in the load-factor data. The limit nz,lim is adapted throughout the flight
and bounds the nz command. Even though the pilot demanded climb during the last
quarter of the time slice, the load factor remained at nz ≈ 1 to prevent stall.
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In conclusion, the flight test campaign shows exceptionally good results for the
remote control mode. The basic flight control law is stable throughout the flight en-
velope and consistently provides high performance. The controller is robust against
external disturbances like wind. The desired “easy-handling” from the ground was
confirmed by a total of three different pilots and the protections avoid critical situa-
tions. Therefore, all objectives are fully satisfied.

5.2 Path-Following Mode

For the purpose of validating the path planning and path following algorithms, dif-
ferent three dimensional paths were created before the start. Path-planning is done
using an in-house developed software that embeds Google Earth. Within this soft-
ware, waypoints can be placed while meeting legal requirements. The resulting cu-
bic spline is calculated and displayed in Google Earth. The current position of the
aircraft is also displayed such that the aircraft position can be monitored from the
ground.

Figure 11 shows the first flight test scenario and demonstrates the high precision
of the path-following mode. The desired path has eight underlying waypoints and
resembles an aerodrome circuit. It includes continuous variations in altitude and
segment-wise changes in commanded airspeed. GPS-altitude varies between 260 m
and 337 m. Commanded airspeed is VA,cmd = 30m/s between waypoints 5 and 7 and
25m/s for the rest of the path. The waypoint check distance is set to 10 meters.
The radius of the sphere (the tuning parameter of the NLGL) is set to R = 50m.
The safety pilot flies the ULTRA-Extra in close proximity to the first waypoint. The
path-following mode is then activated at t = 0s. The controller forces the ULTRA-
Extra to approach the first waypoint. As soon as an intersection point exists, the
UAV turns to follow the path. Afterwards, the aircraft flies along the spline path for
two consecutive circuits. During the flight test, wind with approximately V̄W = 4m/s
and a wind direction of χ̄W = 150 ◦ was present. The absolute track error during a
flight time of 170 seconds was less than 2 m for 98.7% of the time and less than
1 m for 70.1% of the time (see Figure 12a). The maximum deviation from the path
was 2.73 m. The tracking performance of the basic flight controller while in path-
following mode is shown in Figure 12b.

A second, more challenging test scenario is depicted in Figure 13. Eight way-
points are selected to create a “roller-coaster” like path. The generated spline path
varies between 203 m and 306 m in altitude. Compared to scenario one, the maxi-
mum curvature of the path is increased by a factor of approximately two. Moreover,
five different airspeeds VA,cmd ∈ {20,23,25,27,28}m/s are commanded. The way-
point check distance and the radius of the sphere are unchanged. During the experi-
ment, wind with a mean speed of V̄W = 8m/s was present. The mean wind direction
was measured to be χ̄W = 355 ◦. Figure 13 reveals less precision in this scenario for
some parts of the path. These deficiencies can be related to the protections described
in Section 3.1.
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Fig. 11 Flight test in path-following mode, aerodrome circuit scenario, desired path ( ),
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Fig. 12 Absolute track error during path-following flight and controller performance, com-
mand ( ), value ( ).

The aircraft approaches the first waypoint until a first intersection point exists.
After the initial transient period, the ULTRA-Extra follows the desired path. Be-
tween waypoints 1 and 3, the commanded airspeed is VA,cmd = 27m/s for the first
spline segment and VA,cmd = 25m/s for the second segment. In this phase, the abso-
lute displacement is less than 1 m for 90% of the time. The maximum track error is
1.3 m. The precision of the path-following mode is therefore comparable to the other
scenario. At waypoint 3, the commanded airspeed is reduced to VA,cmd = 20m/s.
Here, the desired path is still gaining altitude, but the high-alpha-protection of the
basic flight control law limits the vertical acceleration (see Figure 14b). This limi-
tation results in an increased absolute track error of about 2–2.5 m. The track error
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Fig. 14 Absolute track error during path-following flight and controller performance, second sce-
nario, command ( ), value ( ), nz,lim ( ).

further increases in the next segment of the path where a descent of 70 m and an
airspeed of VA,cmd = 23m/s is intended. While the vertical displacement remains
small, the lateral error grows up to 16.9 m. This is again a consequence of the pro-
tections: Since the airspeed is low at the beginning of this segment, the bank angle
is limited to Φmax = 45 ◦ (see Table 1 and see Figure 14b, highlighted part). Hence,
the necessary lateral acceleration according to Equation (2) cannot be achieved. For
the rest of the path (waypoints 5 to 1), the absolute track error is less then 1 m for
64%, less than 2 m for 84% and less than 3 m for 95% of the time (see Figure 14a).
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A different situation is observed regarding airspeed tracking. Here, performance
limitations are evident. Even though the engine is turned off on the descending
spline segment, the ULTRA-Extra accelerates to an airspeed of VA = 31m/s (see
Figure 14b). Physical limits prevent the aircraft from reducing its speed to the com-
manded airspeed. Further limitations of the autothrottle controller are apparent in
the following ascending part of the spline path: Although maximum thrust is com-
manded, VA,cmd = 28m/s cannot be reached.

6 Conclusion

A comprehensive basic flight controller designed for remote control from the ground
was first presented. Excellent tracking performance was proven in flight tests and the
desired “easy handling” was confirmed by three different pilots. Angle-of-attack and
bank angle Protections proved to be functional. Further, a three-dimensional spline-
path-following algorithm was described in detail. Its capabilities were validated in
two different flight test scenarios and high precision, even in turbulent conditions,
was confirmed. Nevertheless, the experimental results also showed that the protec-
tions might prevent the controller from exactly following the prescribed path. Future
research towards integrated path-planning to ensure flyable paths under dynamic
constraints is therefore believed to be necessary.
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