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ABSTRACT

This paper presents a guidance strategy for UAV navigation to a destination while safely avoiding
static and moving obstacles along the way, building on previous work that reduces the problem of
collision avoidance to one of waypoint tracking. The strategy developed in this paper introduces a
“safety ellipsoid” approach, a more general variation of the “collision cone” introduced in previous
work, to assess whether obstacles are critical enough to require a maneuver, and generate temporary
waypoints if so. A well-known proportional navigation optimal guidance law is utilized to reach
the waypoints with minimum control effort and thereby avoid the obstacles. The strategy is
validated via physically accurate, image-in-the-loop simulation, using Microsoft AirSim, of a head-
on encounter between a UAV and an intruder aircraft whose position is estimated through a visual
tracking system. The simulations demonstrate that this approach may be particularly useful in
collision scenarios in which aircraft must meet international “remain well-clear” (RWC) standards
to avoid other vehicles in the airspace.

Keywords: obstacle avoidance; UAV navigation; optimal control; collision avoidance; autonomous aircraft

Nomenclature

𝑝 = position
𝑣 = velocity/speed
𝑎 = acceleration
𝑑 = distance
x = state vector
𝑞 |𝑡=𝑡 𝑓 = generic function or variable 𝑞 evaluated at terminal time 𝑡 𝑓
𝝀 = Lagrange multiplier (co-state) vector
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𝐽 = cost function
Φ = terminal state cost function
𝐿 = Lagrangian
𝐻 = Hamiltonian
¤𝑞 = time derivative of generic function or variable 𝑞
𝑚, 𝑛 = terminal state cost weights
𝑡𝑔𝑜 = “time-to-go” to obstacle or waypoint
𝑢∗ = optimal control input
𝐾 = feedback control gain
𝑑safe = generic safe miss distance(s) for obstacle avoidance
𝑑safe,x = safe miss distance in the 𝑥-direction
𝑡safe = maximum time to obstacle location, under which maneuver must begin to avoid collision

1 Introduction
Collision avoidance is an important requirement for modern unmanned aerial vehicles (UAVs). On

one hand, many popular applications of UAVs, such as manufacturing facility inspection and search-and-
rescue, often demand navigation in small, congested environments in which static and moving obstacles
may hinder movement. On the other hand, UAVs flying in uncontrolled airspaces may encounter other
aircraft travelling at high speed, potentially leading to a head-on collision in a worst-case scenario. This
motivates UAVs to possess a “sense-and-avoid” capability, for which they must identify (and/or estimate)
potential obstacles in their environments and proceed to safely navigate away from themwhile completing
missions. This paper outlines an approach that, by transforming the problem of collision avoidance into
one of waypoint tracking, can be utilized by UAVs operating in both the former and latter types of
situation.

In particular, this work is motivated by the need for UAVs flying in uncontrolled airspaces to avoid
collision while meeting international and/or government restrictions and guidelines for doing so, for
instance the “remain well-clear” criteria established by international ASTM standards [1]. To do so, a
“collision cone” method introduced in the context of robotics by Chakravarthy and Ghose [2] and applied
to UAV collision avoidance by Han and Bang [3] and Watanabe et al. [4, 5] is expanded in this work.
Photorealistic and physically accurate simulation of such a scenario is used to demonstrate the feasibility
of the developed approach to meet the aforementioned goal.

Related work in this area includes a study by Smith and Harmon [6], in which collision cones
formed in an obstacle-rich environment were “aggregated” to enable avoidance of collision with multiple
obstacles simultaneously. Park and Kim [7] examined the use of a stereo camera onboard a quadrotor
for sensing of static obstacles followed by a collision cone approach for avoidance. Additionally, Lin et
al. [8] introduced a “fast geometric avoidance” algorithm that, through calculation of the optimal time to
begin a maneuver, performs collision avoidance in cases of both static and dynamic obstacles with strong
improvements in computation time.

In Section 2, a proportional navigation (PN) guidance law for intercept/rendezvous is derived from
first principles of optimal control. Section 3 introduces the proposed approach for collision avoidance
using the “safety ellipsoid” approach to assess obstacle criticality and generate waypoints for safe collision
avoidance to be reached via PN guidance. Finally, in Section 4, basic MATLAB simulation of multiple
obstacle avoidance scenarios, followed by image-in-the-loop simulation in Microsoft AirSim [9] of
head-on collision scenarios, both support the utility of the approach.
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2 Optimal Guidance

2.1 Guidance Problem
Consider an aircraft 𝐴 flying in one direction towards a stationary target 𝐹. Let the state of the

aircraft at time 𝑡 be represented as a vector of its position and velocity relative to that of the target 𝐹:
x =

[
𝑝 𝑣

]T
=

[
𝑝𝐴 − 𝑝𝐹 𝑣𝐴

]T. The equations of motion may then be written in state-space form as
a double integrator in Eq. (1), where the control 𝑢 is simply the aircraft’s commanded acceleration 𝑎.
Given a fixed terminal time 𝑡 𝑓 , the cost function can be written as Eq. (2), a sum of terminal state cost
and total control cost over the horizon. In the terminal state cost, the weights 𝑚 and 𝑛, both ≥ 0, are the
penalties on the final relative position and velocity respectively.

• Equations of Motion (Kinematics):

¤x = Ax + B𝑢[
𝑣

𝑎

]
=

[
0 1
0 0

] [
𝑝

𝑣

]
+

[
0
1

]
𝑢 (1)

• Cost Function:

𝐽 = Φ(x|𝑡=𝑡 𝑓 , 𝑡 𝑓 ) +
∫ 𝑡 𝑓

𝑡0

𝐿 (x, 𝑢, 𝑡) 𝑑𝑡 = 1
2

(
x|T𝑡=𝑡 𝑓

[
𝑚 0
0 𝑛

]
x|𝑡=𝑡 𝑓 +

∫ 𝑡 𝑓

𝑡0

𝑢2 𝑑𝑡

)
(2)

The cost function may be augmented using the Lagrange multipliers (costates) 𝝀, where _𝑝 and _𝑣
correspond to the position and velocity respectively. The Hamiltonian 𝐻 may be introduced as in Eq. (3),
where f = x. The necessary conditions for the optimal control problem are hence given by the following:

𝐻 = 𝐿 + 𝝀Tf =
1
2
𝑢2 +

[
_𝑝 _𝑣

]
(Ax + B𝑢) (3)

• Costate Evolution:

¤𝝀 = −𝜕𝐻
𝜕x

= −AT𝝀[ ¤_𝑝
¤_𝑣

]
= −

[
0
_𝑝

] (4)

• State Evolution:

¤x =
𝜕𝐻

𝜕𝝀
= Ax + B𝑢 (5)

• Stationarity Condition:

0 = −𝜕𝐻
𝜕𝑢

= 𝑢 + _𝑣 (6)

• Origin Boundary Conditions:

x|𝑡=𝑡0 = x0 =
[
𝑝0
𝑣0

]
(7)

• Terminal Costate Conditions:

0 =

(
𝜕Φ

𝜕x
− 𝝀

)����
𝑡=𝑡 𝑓

=

( [
𝑚 0
0 𝑛

]
x − 𝝀

)����
𝑡=𝑡 𝑓

=

( [
𝑚𝑝 − _𝑝
𝑛𝑣 − _𝑣

] )����
𝑡=𝑡 𝑓

(8)

2.2 Optimal Controller
These conditions produce a two-point boundary value problem solved by integrating the costates

backward in time and the states forward in time. It is now convenient to introduce the “time-to-go”
𝑡𝑔𝑜 = 𝑡 𝑓 − 𝑡, which represents the running time remaining for the aircraft to arrive at the target. Integrating

3Except where otherwise noted, content of this paper is licensed under
a Creative Commons Attribution 4.0 International License.

The reproduction and distribution with attribution of the entire paper or of individual
pages, in electronic or printed form, including some materials under non-CC-BY 4.0
licenses is hereby granted by the respective copyright owners.



Eq. (4) from time 𝑡0 to 𝑡 𝑓 gives a constant position costate and a linear velocity costate:

_𝑝 (𝑡) = 𝑐𝑝 (9)
_𝑣 (𝑡) = _𝑣 (𝑡 𝑓 ) + 𝑡𝑔𝑜_𝑝 (10)

For simplicity, it is temporarily assumed that 𝑡0 = 0. The stationarity condition, Eq. (6), gives the
controller 𝑢 = −_𝑣, which along with the origin conditions, Eq. (7), may then be used to integrate the
equations of motion, Eq. (1), from 𝑡 = 0:

𝑝(𝑡) = 𝑝0 + 𝑡𝑣0 −
1
2
𝑡2

(
_𝑣 (𝑡 𝑓 ) + 𝑡 𝑓_𝑝

)
+ 1
6
𝑡3_𝑝 (11)

𝑣(𝑡) = 𝑣0 − 𝑡
(
_𝑣 (𝑡 𝑓 ) + 𝑡 𝑓_𝑝

)
+ 1
2
𝑡2_𝑝 (12)

The terminal conditions, Eq. (8), are used to find the final costate values:

_𝑝 = 𝑚𝑝 |𝑡=𝑡 𝑓 = 𝑚
(
𝑝0 + 𝑡 𝑓 𝑣0 −

1
2
𝑡2𝑓

(
_𝑣 (𝑡 𝑓 ) + 𝑡 𝑓_𝑝

)
+ 1
6
𝑡3𝑓_𝑝

)
(13)

_𝑣 (𝑡 𝑓 ) = 𝑛𝑣 |𝑡=𝑡 𝑓 = 𝑛
(
𝑣0 − 𝑡 𝑓

(
_𝑣 (𝑡 𝑓 ) + 𝑡 𝑓_𝑝

)
+ 1
2
𝑡2𝑓_𝑝

)
(14)

Eqs. (13) and (14) may be expressed as a matrix multiplication acting on the initial state 𝑥0:[
_𝑝

_𝑣 (𝑡 𝑓 )

]
= 𝐺 (𝑡 𝑓 )−1


𝑡 𝑓 + 1𝑛 𝑡 𝑓

(
1
𝑛
+ 12 𝑡 𝑓

)
−12 𝑡

2
𝑓

1
𝑚
− 16 𝑡

3
𝑓

 (15)

𝐺 (𝑞) =
(
1
3
𝑞3 + 1

𝑚

) (
𝑞 + 1

𝑛

)
− 1
4
𝑞4 =

1
𝑚𝑛

+ 1
𝑚
𝑞 + 1
3𝑛
𝑞3 − 1

12
𝑞4

Now the assumption that 𝑡0 = 0 is relaxed, meaning that 𝑡𝑔𝑜 must replace 𝑡 𝑓 in the formulation in Eq. (15).
Furthermore, since any state along the optimal path to the target may be taken to be the original state,
the initial state may be replaced with the current state in Eq. (15) as well. As Lewis et al. [10] note, this
denotes optimization of 𝐽 (𝑡), the cost remaining along the path from [𝑡, 𝑡 𝑓 ]. Hence, the final costate is
now expressed as a matrix multiplication acting on the current state 𝑥:[

_𝑝

_𝑣 (𝑡 𝑓 )

]
= 𝐺 (𝑡𝑔𝑜)−1


𝑡𝑔𝑜 + 1𝑛 𝑡𝑔𝑜

(
1
𝑛
+ 12 𝑡𝑔𝑜

)
−12 𝑡

2
𝑔𝑜

1
𝑚
− 16 𝑡

3
𝑔𝑜

 (16)

This yields the optimal controller 𝑢∗, which is negative state feedback with gains 𝐾𝑝 and 𝐾𝑣:

𝑢∗(𝑡) = −
[
𝑡𝑔𝑜 1

] [
_𝑝

_𝑣 (𝑡 𝑓 )

]
= −𝐾𝑝𝑝(𝑡) − 𝐾𝑣𝑣(𝑡) (17)

𝐾𝑝 = 𝐺 (𝑡𝑔𝑜)−1
(
𝑡𝑔𝑜

𝑛
+
𝑡2𝑔𝑜

2

)
(18)

𝐾𝑣 = 𝐺 (𝑡𝑔𝑜)−1
(
1
𝑚

+
𝑡2𝑔𝑜

𝑛
+
𝑡3𝑔𝑜

3

)
(19)

If it is only desired that the terminal relative position (“miss distance”) 𝑝(𝑡 𝑓 ) be driven to zero without any
penalty on terminal relative velocity 𝑣(𝑡 𝑓 )— that is, an “intercept” — then the corresponding gains may
be determined by taking the limits as𝑚 approaches∞ and 𝑛 approaches 0. This results in a “proportional
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navigation”1 (PN) guidance law:

𝑢∗𝑃𝑁 = −𝐾𝑝,𝑃𝑁 𝑝 − 𝐾𝑣,𝑃𝑁𝑣 (20)

𝐾𝑝,𝑃𝑁 =
3
𝑡2𝑔𝑜

𝐾𝑣,𝑃𝑁 =
3
𝑡𝑔𝑜

On the other hand, if a “rendezvous” at the target is desired with zero miss distance and zero terminal
relative velocity, then the corresponding gains may be determined by taking the limits as both 𝑚 and 𝑛
approach∞. This results in an “optimal rendezvous” (OR) guidance law:

𝑢∗𝑂𝑅 = −𝐾𝑝,𝑂𝑅𝑝 − 𝐾𝑣,𝑂𝑅𝑣 (21)

𝐾𝑝,𝑂𝑅 =
6
𝑡2𝑔𝑜

𝐾𝑣,𝑂𝑅 =
4
𝑡𝑔𝑜

2.3 3D Guidance
The solution derived in Section 2.2 can be extended to three dimensions (3D) easily assuming

kinematics in each direction are unrelated. In particular, suppose an aircraft moves in three dimensions
with the kinematics of Eq. (1) in each distinct direction (𝑥, 𝑦, and 𝑧). Let the speed of the aircraft in
the forward (𝑥) direction, 𝑣𝑥,𝐴, be constant (i.e., uncontrolled). It is desired that the aircraft intercept or
rendezvous with a stationary target at p𝐹 =

[
𝑥𝐹 𝑦𝐹 𝑧𝐹

]T. Since 𝑣𝑥,𝐴 is constant, the time-to-go 𝑡𝑔𝑜 can
be found by interpolation between 𝑥𝐴 and 𝑥𝐹 . The problem is summarised in Eq. (22):

¤x = Ax + Bu

¤𝑥𝐴
¤𝑦𝐴
¤𝑧𝐴
¤𝑣𝑥,𝐴
¤𝑣𝑦,𝐴
¤𝑣𝑧,𝐴


=



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0





𝑥𝐴

𝑦𝐴

𝑧𝐴

𝑣𝑥,𝐴

𝑣𝑦,𝐴

𝑣𝑧,𝐴


+



0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1



0
𝑎𝑦,𝐴

𝑎𝑧,𝐴

 (22)

𝑡𝑔𝑜 =
𝑥𝐹 − 𝑥𝐴
𝑣𝑥,𝐴

(23)

A controller that produces acceleration commands u to minimize the corresponding 3D version of the
cost function in Eq. (2) can be easily found to have a similar form to Eq. (17) through the same solution
procedure that was followed above, for both the cases of intercept (PN) and rendezvous (OR). The
corresponding PN and OR gains respectively remain the same.

u∗ = 𝐾𝑝


0

𝑦𝐹 − 𝑦𝐴
𝑧𝐹 − 𝑧𝐴

 + 𝐾𝑣

0

−𝑣𝑦,𝐴
−𝑣𝑧,𝐴

 (24)

1The term “proportional” is used because it can be shown that the optimal controller is proportional to the (small) line of
sight angle between the aircraft and the target in a two-dimensional problem.
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3 Collision Avoidance
Now suppose the aircraft 𝐴 must travel to a target but avoid several static and/or dynamic obstacles

in its path along the way. In particular, the aircraft must keep a certain minimum distance away from
each obstacle in its path. To solve this problem, previous work by Han and Bang [3] and Watanabe et al.
[4, 5] suggested a “collision cone” approach for assessing collision criticality, coupled with a sequential
proportional navigation (SPN) guidance method for avoidance maneuvers.

3.1 Collision Cone

Fig. 1 The geometry of the collision cone ap-
proach [4].

In the original formulation of the collision
assessment step [3–5], a “safety sphere” with ra-
dius of the given minimum miss distance 𝑑safe is
constructed with its center at the estimated posi-
tion of each (static) obstacle𝑂 in view. Consider
the intersection of this safety sphere with the
plane formed by (1) the relative position vector
to the obstacle, prel = pobs − p𝐴 and (2) the rel-
ative velocity vector vrel = v𝐴 − vobs. As shown
in Fig. 1, this intersection forms a circle with ra-
dius equal to the miss distance. The surface of
the “collision cone” is tangential to this circle at
two points2, pap. Suppose (1) vrel lies inside the
collision cone around 𝑂, (2) 𝑡𝑔𝑜 to 𝑂 is less than
a certain threshold 𝑡safe, and (3) 𝑡𝑔𝑜 to 𝑂 is less

than the time left to reach the target itself3. If these three criteria are all met, then the obstacle 𝑂 is
“critical” and collision is imminent without a maneuver, so the sequential guidance method is then used
to avoid the obstacle.

Once an object 𝑂 is judged to be critical, one of the two corresponding aiming points pap is
temporarily chosen to be the waypoint to which the vehicle should guide itself. As the ownship navigates
towards this waypoint, it moves out of the path of the obstacle through a given guidance law, avoiding
collision, and the process repeats. If there are multiple critical obstacles, the obstacle with the least
𝑡𝑔𝑜 is chosen to avoid first. In the absence of any critical obstacle, the ownship sets the target as the
waypoint. The necessary control input for each maneuver is calculated at each timestep using the PN
or OR guidance law. This method, which utilizes the PN or OR guidance “in sequence” as critical
obstacles are encountered, is termed “sequential proportional navigation” (SPN) or “sequential optimal
rendezvous” (SOR) guidance.

3.2 Safety Ellipsoid
However, since the collision cone approach constructs a sphere around the estimated position of

each obstacle, it only allows for a single miss distance in all directions around each obstacle. This
may be suboptimal, as using a constant value in all directions around the obstacle may overestimate the
required miss distance in some directions while underestimating the miss distance in others. For example,
the ASTM International “remain well-clear” (RWC) requirement for collision hazard avoidance [1, 11]
demands a miss distance of 2000 ft in the horizontal (𝑥, 𝑦) directions but only 250 ft in the vertical (𝑧)
direction. To accommodate this criterion, the collision cone approach would require a uniform miss

2The exact coordinates of these two points are known in closed form through projective geometry [4].
3If the mission will be completed before the obstacle is encountered, there is no need to complete a maneuver.
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distance of 2000 ft in all directions, which is likely to lead to overcompensation in the vertical maneuver
necessary to avoid the obstacle.

pobs
p(1)
ap

p(2)
app𝐴

r(1)ap

r(2)ap

prel

vrel

Fig. 2 The geometry of the safety ellipsoid ap-
proach. The plane on the page is the plane
spanned by (1) the relative position vector prel
and (2) the relative velocity vector vrel.

To account for these guidelines, we propose
a modification of the collision cone approach
referred to as the “safety ellipsoid” approach.
Rather than constructing a sphere around the ob-
stacle, an ellipsoid with different radii in each di-
rection (𝑑safe,x, 𝑑safe,y, and 𝑑safe,z) is constructed.
Such an approach will permit criteria like the
ASTM RWC. The principle of the collision cone
remains the same in such a case— the definition
of a critical obstacle does not change, and if the
safety ellipsoid method assesses the obstacle to
be critical, an aiming point is used as a temporary
waypoint.

The geometry of the safety ellipsoid ap-
proach is outlined in Fig. 2. Compared to the
collision cone4, the only major difference is that
the cross-section of the safety ellipsoid formed
by its intersection of the relative position-relative velocity plane is now an ellipse5 when viewed from
above rather than a circle. The coordinates of the aiming points pap are found in closed-form through
projective geometry using homogeneous coordinates [13].

D = diag(𝑑−2safe,x, 𝑑
−2
safe,y, 𝑑

−2
safe,z) (25)

C =

[
𝐶11 𝐶12
𝐶12 𝐶22

]
=

[
pT

relDprel vT

relDprel

pT

relDvrel vT

relDvrel

]
(26)

𝐾 =
√
det𝐶 (27)

rap =
(
𝐾𝐶11 − 𝐾 ± 𝐶12

√
𝐶11 − 1

𝐾𝐶11

)
prel ∓

(√
𝐶11 − 1
𝐾

)
vrel (28)

pap = p𝑜𝑤𝑛 + rap (29)

Since two aiming points are returned by the safety ellipsoid approach6, if it is assessed that a maneuver
is required, the aiming point 𝑖 for which r(𝑖)ap forms a smaller angle with vrel is chosen as the waypoint.
The vehicle is already moving towards that point before the maneuver begins, making the maneuver
smoother. Also, it should be noted that when the safety ellipsoid approach is implemented, it is useful to
overestimate dsafe by a small factor of roughly 1-2% to safeguard against noise in measurements of pobs
or vobs causing singularities during calculation of the aiming point locations.

In this work, we consider the guidance generation to be frequent enough that a moving but non-
accelerating obstacle (e.g., an intruder aircraft flying towards the ownship) can be assumed fixed for the
purpose of collision avoidance using the safety ellipsoid approach with SPN/SOR guidance. That is, the
time between consecutive construction of safety ellipsoids to determine whether an object is critical is
small enough that the dynamic obstacle has not translated by a significant amount in the gap.

4Note that Fig. 1 is in fact a specific case of the safety ellipsoid geometry in which 𝑑safe,x = 𝑑safe,y = 𝑑safe,z.
5The lengths of the major and minor axes of this cross-sectional ellipse are known functions (see Eqs. 45 and 19 in [12],

where 𝑑 = 0) of the miss distances in each direction, but are not useful in the collision avoidance.
6Note that the ± and ∓ in Eq. (28) should be applied at once, i.e., + and − for r(1)ap , − and + for r(2)ap .
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4 Results

4.1 Demonstration via MATLAB Simulation
The safety ellipsoid collision avoidance approach is first demonstrated in two example scenarios via

simulation in MATLAB [14]. Both utilize a simple double integrator model of vehicle state, as shown
in Eq. (22), and are simulated discretely at 75Hz. Measurements of all obstacle positions, with added
Gaussian white noise of zero mean and standard deviation 𝜎𝑝 = 5m, are supplied to the ownship at a
frequency of 15Hz, regardless of whether the obstacles are static or dynamic. In the case of dynamic
obstacles, velocities are supplied at the same frequency without noise. The 𝑡safe threshold is set to be
60 s for all demonstrations. In both demonstrations, the ownship begins at the origin with a forward (𝑥)
speed of 32m s−1 and 0.5m s−1 in the lateral (𝑦) and vertical (𝑧) directions. The destination to which
the vehicle must navigate is at

[
8000m 250m −10m

]T Because the destination is 8000m away in the
forward direction, the ownship reaches the destination in 250 s.

4.1.1 Avoidance of Two Static Obstacles (S)
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Fig. 3 Results of simulation S.

In the first demonstration (S), the ownship must avoid two static obstacles in its path as it at-
tempts to navigate to the destination. The miss distances differ for each obstacle. For the first ob-
stacle at

[
2500m 100m −100m

]T, dsafe =
[
300m 250m 250m

]T. For the second obstacle at[
5500m −200m 200m

]T, dsafe =
[
250m 370m 200m

]T.

The trajectories the ownship takes in demonstration S are depicted in Fig. 3. Videos of simulation
S are available at the following URL, with the suffix “_static”: https://zenodo.org/record/6373737 [15].
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The ownship succeeds in navigating around each of the two obstacles, both via SPN and SOR guidance.
The total cost of the maneuver as calculated via a trapezoidal approximation of the integral in Eq. (2) is
26.211 for the SPN guidance, and a more expensive 63.384 for the SOR guidance, which may be due
to the SOR guidance requiring the ownship to decelerate to zero lateral/vertical velocity by the time it
reaches the target.

4.1.2 Head-On Encounter with Dynamic Intruder Aircraft (D)
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Fig. 4 Results of simulation D.

The second demonstration (D) is a simulation of a realistic head-on encounter with an intruder
aircraft. The ownship must avoid a single dynamic intruder flying head-on towards the ownship as it
attempts to navigate to the destination. The ownship begins its flight at the origin with the same velocity
as in demonstration S. Because the ownship only receives noisy measurements of the obstacle position
at a frequency of 15Hz despite generating guidance commands at 75Hz, an additional challenge is
frequently operating on out-of-date information. The intruder begins at

[
12 000m 0m 0m

]T and flies
at constant velocity

[
41m s−1 0m s−1 0m s−1

]T towards the origin. The miss distance for the intruder
is dsafe =

[
600m 600m 250m

]T. These values were chosen for convenient visualization, as well as
being broadly similar to the ASTM RWC guidelines mentioned earlier.

The trajectories the ownship takes in demonstration D are depicted in Fig. 4. Videos of simulation
D are available at the following link, with the suffix “_dynamic”: https://zenodo.org/record/6373737
[15]. The ownship succeeds in avoiding collision with the intruder, both via SPN and SOR guidance,
overcoming the lag time in obstacle information along the way. It uses an essentially entirely lateral
maneuver to navigate around the intruder as it approaches. The total cost of themaneuver is approximately
30.615 for the SPN guidance and 28.443 for the SOR guidance.
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4.2 Demonstration via High-Fidelity Simulation in Microsoft AirSim

(a) The intruder in the environment.

(b) The ownship in the environment.

Fig. 5 Images from simulation in AirSim.

Our approachwas also validated through simulation inMicrosoftAirSim [9], which is an open-source,
photorealistic, high-fidelity flight simulator based on the Unreal Engine gaming engine. The simulations
were carried out by UtopiaCompression Corporation through an interface that allows AirSim’s Python
library with Robot Operating System (ROS), and take place in AirSim’s “Western World” environment.
These simulations (H andA) are similar to simulationD as described in the previous section: a quadcopter
is required to avoid a dynamic intruder aircraft, a small business jet, flying towards it. However, rather
than being directly supplied measurements of the obstacle state at fixed intervals in time, the ownship
must estimate the state of the obstacle on its own. It accomplishes this through UtopiaCompression’s
Passive Collision Alert System (PCAS), which is a low-cost detection, tracking, and ranging system for
detect-and-avoid (DAA) systems that relies only on a visual (electro-optical or infrared) sensor/lens, an
INS/GPS device, and a microprocessor. INS/GPS measurements and images from the virtual on-board
camera provided by AirSim are transmitted to PCAS through a Python wrapper and ROS node. PCAS
takes this information into its detector, tracker, and range estimator to determine the state of the intruder.
Once the intruder is detected, the avoidance algorithm uses the safety ellipsoid + SPN/SOR approach to
generate the guidance commands, which are transmitted back to AirSim using the ROS wrapper.

Two simulations were carried out in this manner. In both simulations, the ownship navigates via
SPN guidance and begins its flight approximately at the origin with a forward (𝑥) speed of 10m s−1 and
zero lateral and vertical speed.

4.2.1 Encounter with Hovering Intruder Aircraft (H)
In simulation H, a static intruder hovers at a point initially 400m in front of the ownship and does

not move as the ownship approaches it. The resulting mission trajectory is displayed in Fig. 6a. The
intruder is judged to be a critical obstacle roughly 20 s into the journey, and a maneuver is initiated for
avoidance. The ownship moves above the intruder to successfully avoid it and completes the mission by
reaching the destination 500m ahead of the origin.

4.2.2 Head-On Encounter with Dynamic Intruder Aircraft (A)
In simulation A, a dynamic intruder aircraft approaches the ownship head-on. The intruder, initially

1.5 km away, approaches at a forward speed of 85m s−1. The resulting mission trajectory is displayed in
Fig. 6b. When the ownship detects the intruder, the collision maneuver begins and the ownship moves
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above the intruder to avoid it. Because PCAS happens to only recognize the intruder and estimate its
position accurately when it is relatively close, the most efficient maneuver turns out to be in the direction
with the least miss distance, which is vertical. The ownship accordingly maneuvers above the intruder to
avoid it. After avoiding the intruder, the ownship returns to its original trajectory to reach the destination
200m ahead of the origin.

(a) Result of simulation H.
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(b) Result of simulation A.

Fig. 6 Images from simulation in AirSim. A negative value of 𝑧 indicates an upward location.

5 Conclusion
This work presents a method for navigation and collision avoidance in obstacle-rich 3D environments

by transforming the problem into one of waypoint tracking. The approach, which consists of navigating
to waypoints that satisfy miss distance requirements, is capable of navigating UAVs away from both
static and dynamic obstacles with minimal control effort. Of particular interest is that this approach
accommodates different miss distances in each direction around the obstacles, which permits more
optimal maneuvers and also satisfies previously unmet international UAV safety guidelines. The approach
was first demonstrated via basic simulation in MATLAB. High-fidelity simulation in AirSim involving
visual estimation of obstacle position via a collision alert system, namely UtopiaCompression’s PCAS,
further validated the approach. Future work may consider incorporating an estimate of the probability of
collision with each obstacle into the cost function, or use it for determination of whether an obstacle is
“critical.” Alternatively, the covariance and mean of the current obstacle state estimate may inform the
cost function as well.
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