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#### Abstract

This paper addresses the lack of a general methodology for the controller synthesis of an optical instrument on-board a stratospheric balloon-borne platform, such as a telescope or siderostat, to meet pointing requirements that are becoming more and more stringent in the context of astronomy missions. Most often in the literature, a simple control structure is chosen, and the control gains are tuned empirically based on ground testings. However, due to the large dimensions of the balloon and the flight chain, experimental set-ups only involve the pointing system and the platform, whereas flight experience shows that the pointing performance is essentially limited by the rejection of the natural pendulum-like oscillations of the fully deployed system. This observation justifies the need for a model that predicts such flight conditions that cannot be replicated in laboratory, and for an adequate methodology addressing the line-of-sight controller design. In particular, it is necessary to ensure robust stability and performance to the parametric uncertainties inherent to balloon-borne systems, such as complex balloon's properties or release of ballast throughout the flight, especially since experimental validation is limited. In this paper, a dynamical model of the complete system is proposed, based on a multibody approach and accounting for parametric uncertainties with Linear Fractional Transformations. The comparison with flight data shows that the frequency content of the platform's motion is accurately predicted. Then, the robust control of the line-of-sight is tackled as a $\mathscr{H}_{\infty}$ problem that allows to reach the performance objectives in terms of disturbance rejection, control bandwidth and actuators limitations.
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## 1 Introduction

Reusable and flexible in their deployment and operability, while also cheaper, more ecological and with faster development times than satellites [1, chap.1.3], stratospheric balloons have been carrying heavy scientific payloads into the near-space environment for decades. In particular, optical instruments benefit from the low atmospheric absorption at such altitudes, making stratospheric balloons suited for astronomy missions. Such missions typically have sub-arcsecond pointing precision requirements [2$7]$, and current developments aim at further improving the precision with fast-steering mirrors [8, 9]. To address more and more stringent precision objectives, it is necessary to develop accurate dynamical models and specific control strategies.

The dynamics of balloon-borne flight chains include the torsion of the flight train around the vertical axis, which can be modeled with the bi-filar pendulum model [10, 11], and the pendulum-like oscillations in the vertical planes, modeled with Lagrangian mechanics [12,13] or multibody approaches [14, 15]. A complete dynamical model was proposed in [16] based on Lagrangian mechanics, taking into account the torsion and pendulum dynamics as well as their coupling. This model was compared to flight data and produced satisfying predictions of the dominant natural modes of the system. However, balloon systems involve uncertain or varying parameters. Indeed, the gondola generally carries ballast that initially represents a significant portion of the gondola's mass and that is released throughout the flight for altitude control, the balloon's properties are difficult to predict, and more generally, experimental validation is rarely available since it requires to deploy the whole system in flight. To address the modeling of uncertain multibody systems like stratospheric balloons, a general multibody framework was developed in [17]. The parametric uncertainties are represented with an unknown and bounded operator $\Delta$ based on the Linear Fractional Transformations (LFT), as it enables tools like $\mu$-analysis and $\mathscr{H}_{\infty}$ synthesis [18]. To the best of the author's knowledge, a model of balloon systems accounting for parametric uncertainties does not yet exist. The first contribution of this paper is a complete control-oriented model of the system based on the multibody framework presented in [17] and accounting for parametric uncertainties with Linear Fractional Transformations. An empirical model of the frequency content of the wind disturbance is proposed based on flight data, and allows to validate the nominal model of the flight chain dynamics. The pointing system is also modeled, including line-of-sight estimation, sensors and actuators dynamics, and frequency content of the measurement noise.

Once an accurate dynamical model is obtained, it is possible to address the pointing control of the optical instrument on-board the gondola, generally a telescope [3, 5, 19-21] or siderostat [7, 22, 23]. Most often, simple control structures such as Proportional-Integral-Derivative (PID) gains are chosen [13, 21, 22, 24-26] and the control gains are tuned empirically based on ground testings [3, 19, 2731]. There exists no general model-based methodology for controller synthesis, and, more critically, experimental ground-based set-ups are not representative of the dynamics of the fully deployed system in flight, whereas flight experience proves that the line-of-sight control is essentially limited by the rejection of the natural modes of the flight chain excited by wind disturbances [2]. However, modern control techniques based on non-smooth optimization of an $\mathscr{H}_{\infty}$ problem provide powerful tools to tackle robust control of complex uncertain systems [18, 32, 33]. In particular, the uncertainties are taken into account during the control design, which allows to optimize the controller with regard to worst-case parametric configurations and to avoid time-consuming simulation-based approaches like Monte-Carlo campaigns. The second contribution is a general methodology to address the robust line-of-sight pointing control of an optical instrument on-board a stratospheric balloon. Based on the LFT model presented in this paper, the relative pointing error $[34,35]$ caused by wind and noise disturbances is minimized in the sense of the worst-case $\mathscr{H}_{\infty}$-norm, while also ensuring frequency-domain constraints on the sensitivity function and actuators limitations.

Although the presented modeling and control methodology has extent to stratospheric balloons in general, the paper relies on the case study of the Faint Intergalactic-medium Redshifted Emission Balloon
(FIREBall), a joint NASA/CNES experiment. The modeling of the flight chain is described in Section 2. Then, Section 3 addresses the modeling of the pointing system. Finally, the robust control of the line-ofsight is performed in Section 4.

## 2 Modeling of the flight chain

### 2.1 The FIREBall flight chain

The stratospheric balloon FIREBall is represented in Fig. 1. The flight chain is decomposed in 11 elements, namely: the balloon, the parachute, which was discretized in 4 elements to account for its flexibility, various rigid bodies and filar suspensions, and the platform (gondola), carrying up to 500 kg of ballast and the pointing system which is detailed in Section 3. The wind applies an aerodynamic force to the balloon that disturbs the system from its equilibrium state.


Fig. 1 Sketch of the FIREBall system (not in scale)

### 2.2 Nominal model with Lagrangian mechanics

A complete dynamical model of balloon-borne flight chains was proposed in [16]. Generally speaking, the flight chain is considered to be composed of two types of bodies: rigid bodies (such as the platform) which can rotate in the three directions, and bi-filar suspensions, which are modeled as a single body with an additional degree of freedom corresponding to their torsion around $\mathbf{z}$. Note that the parachute is discretized and modeled as 4 bi-filar suspensions, and that the balloon is considered as a rigid body. The mechanisms between two successive bodies are revolute joints that allow the rotation around $\mathbf{x}$ and $\mathbf{y}$. The modeling distinguishes two types of dynamics: (i) the pendulum-like dynamics, corresponding to the oscillations of the elements of the flight chain around $\mathbf{x}$ and $\mathbf{y}$, and (ii) the torsion dynamics, corresponding to the torsion of the bi-filar suspensions around the vertical axis $\mathbf{z}$. With the small angles approximation, the pendulum and torsion dynamics are decoupled in open-loop, and the equations of motion are derived with Lagrangian mechanics:

$$
\begin{equation*}
\mu \delta \ddot{\mathbf{X}}+\boldsymbol{\gamma} \delta \dot{\mathbf{X}}+\boldsymbol{\kappa} \delta \mathbf{X}=\delta \mathbf{T} \tag{1}
\end{equation*}
$$

where $\delta \mathbf{X}$ contains the degrees of freedom, $\delta \mathbf{T}$ is the vector of input forces and torques, the mass matrix $\boldsymbol{\mu}$ and the stiffness matrix $\boldsymbol{\kappa}$ are obtained following the method presented in [16], and the damping matrix $\boldsymbol{\gamma}$ assumes natural dissipative effects in the rotation of the balloon and in the revolute joints. Since the
values of the damping coefficients are not theoretically known, they were empirically estimated from flight data (see Section 2.3).

### 2.3 Disturbance model and validation based on flight data

The wind disturbance is modeled as a colored noise. Let us note $\delta F_{y}$ the force applied to the balloon's center of pressure along $\mathbf{y}$, and $D(\mathrm{~s})$ the filter representing its frequency content:

$$
\begin{equation*}
\delta F_{y}(\mathrm{~s})=D(\mathrm{~s}) \delta d_{y}(\mathrm{~s}) \tag{2}
\end{equation*}
$$

where $\delta d_{y}$ is a white noise input of unitary power spectral density (PSD): $\Phi_{\delta d_{y}}(j \omega)=1$ where the function $\Phi_{x}$ designates the PSD of a signal $x$. From the nominal model presented in equation (1), let us note $G(\mathrm{~s})$ the transfer function from $\delta F_{y}$ to the platform's angle $\theta_{x}^{p}$ about $\mathbf{x}$. Assuming that the aerodynamic force is the sole contributor to the platform's oscillations, the PSD of $\theta_{x}^{p}$ reads:

$$
\begin{equation*}
\Phi_{\theta_{x}^{p}}(j \omega)=|D(j \omega) G(j \omega)|^{2} . \tag{3}
\end{equation*}
$$

The function $D(\mathrm{~s})$ was empirically determined to fit the general shape of the $\operatorname{PSD} \Phi_{\theta_{x}^{p}}(j \omega)$ computed from flight data:

$$
\begin{equation*}
D(\mathrm{~s})=4.62 \frac{\mathrm{~s}^{2}+0.21 \mathrm{~s}+0.0225}{\mathrm{~s}^{2}+0.016 \mathrm{~s}+4 \times 10^{-4}} \tag{4}
\end{equation*}
$$

Then, the damping coefficients in the matrix $\boldsymbol{\gamma}$ (see Section 2.2) were adjusted to fit the amplitude of the resonances observed at $0.27 \mathrm{rads}^{-1}, 0.76 \mathrm{rads}^{-1}, 2.5 \mathrm{rads}^{-1}$ and $3.5 \mathrm{rad} \mathrm{s}^{-1}$ respectively, corresponding to the first four pendulum modes of the system. The result is shown in Fig. 2, with the PSD $\Phi_{\theta_{x}^{p}}(j \omega)$ computed from in-flight measurement (in blue), the theoretical model $|D(j \omega) G(j \omega)|^{2}$ (in red), and the PSD of the measurement noise (in grey dotted line). The model fits up to $5 \mathrm{rads}^{-1}$. For higher frequencies, the signal is dominated by the measurement noise and no conclusion can be made. The same filter $D(\mathrm{~s})$ is used to model the aerodynamic force $\delta F_{x}$ along $\mathbf{x}$. The fit with $\Phi_{\theta_{y}^{p}}(j \omega)$ is very similar to Fig. 2, and is not presented here.


Fig. 2 Platform's motion frequency content: model VS flight data
Remark: the model $D(\mathrm{~s})$ obtained in equation (4) yields disturbances of higher amplitude than Dryden wind gusts models (with a factor $\sim 10$ ), which are widely used in aircraft design [36, 37]. It is suspected that the aerodynamic disturbances encountered during the balloon flight originate from the variations of the wind correlated with altitude oscillations [38, 39]. This is also suggested by the cut-off frequency of $D(\mathrm{~s})$ that coincides with the frequency of the buoyant oscillations. However, the model presented in this paper is purely empirical based on data of the FIREBall 2018 flight. A general disturbance model would most likely depends on the altitude of the mission and on the balloon properties.

### 2.4 Uncertain LFT model with a multibody approach

The nominal model in Section 2.2 alongside with the disturbance model in Section 2.3 yield a good prediction of the gondola's motion in terms of amplitude and frequency content in nominal conditions. However, it is necessary to account for parametric uncertainties which may modify the system's behavior. Indeed: (i) the balloon's characteristics may vary throughout the flight, (ii) the ballast mass is initially 500 kg , but decreases down to 0 during the flight, (iii) various parametric uncertainties may explain the small discrepancies between the model and the flight data in Fig. 2, and (iv) flight data is not always available to validate the model.

Generating a Linear Fractional Transformation (LFT) model from the nominal model in equation (1) is not a viable option since it yields many redundant occurrences of the uncertain parameters, which hinders the robust controller synthesis. Therefore, a general approach was developed in [17] to compute LFT models of multibody systems. In this approach, each substructure (body, kinematic joint...) has its individual LFT model based on Newton-Euler equations, expressing the relationship between the motion of the substructure and the wrench (force and torque) applied to it. These individual models are then assembled to build the complex multibody structure while taking care of the dependency of the trim conditions to the uncertain parameters. The LFT model of the structure is finally obtained as a continuous function of the uncertain parameters, with a limited number of occurrences, and covers all plants within the specified bounds in a single model, without introducing conservatism.

This approach was applied to the FIREBall system. Considering the linear dynamics around the equilibrium, let us call "wrench" the vector $\delta \mathbf{W}_{\mathscr{A} / \mathscr{B}, P} \in \mathbb{R}^{6}$ containing the force and torque applied by a body $\mathscr{A}$ to a body $\mathscr{B}$ at point $P$, and "motion vector" the vector $\delta \mathbf{m}_{P}^{\mathscr{B}} \in \mathbb{R}^{18}$ containing the linear and angular accelerations, speeds and positions of body $\mathscr{B}$ at point $P$. The individual linearized models of the bodies (rigid bodies, bi-filar suspensions and revolute joints) constituting the system are represented in Fig. 3:

- In the forward dynamics model of a rigid body (Fig. 3a), the inputs are the wrenches $\delta \mathbf{W}_{. / \mathscr{B}, P_{1}}$ and $\delta \mathbf{W}_{. / \mathscr{B}, P_{2}}$ applied to $\mathscr{B}$ at connection points $P_{1}$ and $P_{2}$. The model returns the motion vectors $\delta \mathbf{m}_{P_{1}}^{\mathscr{B}}$ and $\delta \mathbf{m}_{P_{2}}^{\mathscr{B}}$ at the connection points $P_{1}$ and $P_{2}$. The forward dynamics model is a 12 -th order dynamical model (the wrenches are integrated twice to produce the motion vector).
- In the inverse dynamics model of a rigid body (Fig. 3b), the motion vector $\delta \mathbf{m}_{P_{1}}^{\mathscr{B}}$ is imposed as input at one connection point $P_{1}$, and a wrench $\delta \mathbf{W}_{. / \mathscr{B}, P_{2}}$ is applied at point $P_{2}$. The model returns the wrench $\delta \mathbf{W}_{\mathscr{B} /, P_{1}}$ applied by the body in reaction at $P_{1}$ and the motion vector $\delta \mathbf{m}_{P_{2}}^{\mathscr{B}}$ at $P_{2}$. The inverse dynamics model is a static model.
- The model of the bi-filar suspension (Fig. 3c) has the same inputs and outputs as the inverse dynamics model of a rigid body. However, the bi-filar suspension model has an additional degree of freedom corresponding to the twist around the vertical axis (see [16] for the bi-filar suspension model based on Lagrangian mechanics). It is a 2-nd order dynamic model.
- The revolute joint connects two given bodies noted $\mathscr{A}$ and $\mathscr{B}$ at connection point $P$ with a degree of freedom in rotation. It is a 2 -nd order dynamic model.

Each nominal model (green blocks) is augmented with parametric uncertainties, represented by the unknown, bounded operators $\Delta_{(.)}$(blue blocks). In particular, the blocks $\boldsymbol{\Delta}_{\mathscr{J}}$ in the revolute joints correspond to uncertainties in the stiffness due to uncertain masses in the flight chain. The reader is referred to [17] for more details on the derivation of these individual linearized models and their assembly procedure with parameter-dependent trim conditions.

Finally, the linearized model of the flight chain composed of 5 rigid bodies (the balloon is modeled with a forward dynamics model, and all other rigid bodies with an inverse dynamics model), 6 bi-filar suspensions, and 10 joints (at connection points $P_{1}$ to $P_{10}$ ), is represented in Fig. 4. The joints $\mathscr{J}_{1}$ to $\mathscr{J}_{9}$ allow the rotation around $\mathbf{x}$ and $\mathbf{y} . \mathscr{J}_{10}$ can additionally be actuated by a torque $\delta T_{z}$ around the vertical


Fig. 3 Individual models constituting the balloon system
axis $\mathbf{z}$ to model the azimuth control, and the torques $\delta T_{x}$ and $\delta T_{y}$ can be applied to the platform using reaction wheels (see section 2.5). The output vector $\delta \boldsymbol{\theta}^{p}$ contains the angles of the platform, and the output scalar $\delta \theta_{z}^{t}$ is the flight train's angle around $\mathbf{z}$. The input $\delta \mathbf{W}_{\text {ext. } / \mathscr{B}_{1}, O}$ contains the aerodynamic disturbances (input), the damping terms (added as feedback on the rotation rates of the balloon), and the variations of the buoyancy force projected in the reference frame attached to the balloon (added as feedback on the angular position of the balloon). The parametric uncertainties concern: (i) the gondola's parameters: moments of inertia ( $\pm 5 \%$ ), mass ( $\pm 5 \%$ ), center of gravity ( $\pm 0.1 \mathrm{~m}$ ), ballast mass (comprised between 0 and 500 kg ); (ii) the balloon's parameters: moments of inertia ( $\pm 5 \%$ ), mass ( $\pm 5 \%$ ), center of pressure ( $\pm 3 \mathrm{~m}$ ), center of gravity ( $\pm 3 \mathrm{~m}$ ), center of buyoancy ( $\pm 3 \mathrm{~m}$ ) ; and (iii) other more minor parameters of the flight chain: radius of the parachute ( $\pm 10 \%$ ), mass of the body $\mathscr{B}_{2}( \pm 10 \%)$. It is verified that the nominal value of this uncertain model exactly matches the nominal model obtained in Section 2.2.


Fig. 4 Multibody LFT model of the flight chain

### 2.5 Primary control of the platform

The primary control ensures that the azimuth of the platform (angle around the vertical axis $\mathbf{z}$ ) follows the sideral motion of the target. Since the associated pointing requirements are not very demanding, the controller synthesis of the primary control is not detailed in this paper. However, it is necessary to take it into account in the flight chain model before addressing the line-of-sight pointing control.

The primary control in azimuth is performed with a motorized pivot, which applies a torque $\delta T_{z}$ to the gondola and the opposite torque $-\delta T_{z}$ to the bottom of the flight chain. The torque is computed with two 2-nd order controllers $C_{1}(\mathrm{~s})$ and $C_{2}(\mathrm{~s})$ using the reference azimuth $\delta r_{a z}$, the platform's angle $\delta \theta_{z}^{p}$ and the flight train's angle $\delta \theta_{z}^{t}$ so as to provide a $1 \mathrm{rads}^{-1}$ bandwidth while damping the torsion modes of the flight train:

$$
\begin{equation*}
\delta T_{z}=C_{1}(\mathrm{~s})\left(\delta r_{a z}-\delta \hat{\theta}_{z}^{p}\right)+C_{2}(\mathrm{~s}) \delta \hat{\theta}_{z}^{t} \tag{5}
\end{equation*}
$$

with the estimated angles

$$
\left\{\begin{array}{l}
\delta \hat{\theta}_{z}^{p}=d(\mathrm{~s}) \delta \theta_{z}^{p}  \tag{6}\\
\delta \hat{\theta}_{z}^{t}=d(\mathrm{~s})\left(\frac{40 \mathrm{~s}}{40 \mathrm{~s}+1}\right)^{2} \delta \theta_{z}^{t}
\end{array}\right.
$$

where $d(\mathrm{~s})$ designates a third-order Padé approximation of a 70 ms delay, a low-pass filter is applied to the flight train's angle $\delta \theta_{z}^{t}$ (to avoid low-frequency drift, and because only the platform should be controlled in low-frequency), and the controllers

$$
\left\{\begin{array}{l}
C_{1}(\mathrm{~s})=\frac{3043 \mathrm{~s}^{2}+958000 \mathrm{~s}+7360}{\mathrm{~s}^{2}+35 \mathrm{~s}+900}  \tag{7}\\
C_{2}(\mathrm{~s})=\frac{140 \mathrm{~s}^{2}+3259 \mathrm{~s}+166}{\mathrm{~s}^{2}+357 \mathrm{~s}+900}
\end{array} .\right.
$$

In addition to the azimuth control, the FIREBall system carries two reaction wheels able to generate a torque about $\mathbf{x}$ and $\mathbf{y}$ respectively. Taking the rotation rates of the platform $\delta \dot{\theta}_{x}^{p}$ and $\delta \dot{\theta}_{y}^{p}$ as inputs, the controller $C_{3}(\mathrm{~s})$ is tuned to provide active damping to the pendulum modes 3 and 4 , because they play an important role in the pointing performance [2]. The torques generated by the wheel read:

## 3 Modeling of the pointing system

### 3.1 Description of the pointing system

The purpose of the pointing system represented in Fig. 5 is to reject the gondola's motion (up to $0.15^{\circ}$ of amplitude [2]) from the line-of-sight to obtain a pointing accuracy around the arc second (elevation and cross-elevation axes) and arc minute (field rotation axis). The siderostat mirror is mounted on a gimbal equipped with two DC motors which allow to control it around two axes called elevation and cross-elevation. The light is reflected on the siderostat mirror, and then concentrated by a parabolic mirror to the instrument through a hole in the siderostat mirror. The instrument is mounted on a rotating stage, allowing to control a third axis called field rotation. Let us note $\mathscr{R}_{1}=\left(\mathbf{x}_{1}, \mathbf{y}_{1}, \mathbf{z}_{1}\right)$ the reference frame attached to the platform (gondola). The line-of-sight, represented with the frame $\mathscr{R}_{4}=\left(\mathbf{x}_{4}, \mathbf{y}_{4}, \mathbf{z}_{4}\right)$, is defined with the three successive rotations:

- A first rotation around $\mathbf{y}_{1}$ defines the frame $\mathscr{R}_{2}=\left(\mathbf{x}_{2}, \mathbf{y}_{2}, \mathbf{z}_{2}\right)$. The angle between $\mathscr{R}_{1}$ and $\mathscr{R}_{2}$ is called elevation and equals $10^{\circ}+2 \theta_{\mathrm{el}}$, where $\theta_{\mathrm{el}}$ is the angle of the siderostat mirror around $\mathbf{y}_{1}$.

The factor 2 is due to the reflection of the light on the siderostat mirror, and the term $10^{\circ}$ is due to the angular position of the parabolic mirror.

- A second rotation around $\mathbf{x}_{2}$ defines the frame $\mathscr{R}_{3}=\left(\mathbf{x}_{3}, \mathbf{y}_{3}, \mathbf{z}_{3}\right)$. The angle between $\mathscr{R}_{2}$ and $\mathscr{R}_{3}$ is called cross-elevation and equals $2 \theta_{\mathrm{ce}}$, where $\theta_{\mathrm{ce}}$ is the angle of the siderostat mirror around $\mathbf{x}_{2}$. The factor 2 is due to the reflection of the light on the siderostat mirror.
- A third rotation around $\mathbf{z}_{3}$ defines the frame $\mathscr{R}_{4}=\left(\mathbf{x}_{4}, \mathbf{y}_{4}, \mathbf{z}_{4}\right)$ attached to the line-of-sight. The angle between $\mathscr{R}_{3}$ and $\mathscr{R}_{4}$ is called field rotation and is noted $\theta_{\mathrm{fr}}$.


Fig. 5 Sketch of the pointing system

### 3.2 Definition of the line-of-sight

Let us note $\boldsymbol{\theta}^{E U L}$ the vector containing the Euler angles (in any given sequence) defining the orientation of $\mathscr{R}_{4}$. It can be expressed as a function of the vector $\boldsymbol{\theta}^{p}$ containing the Euler angles of the platform, and of the vector $\boldsymbol{\theta}^{a}=\left[\theta_{\mathrm{el}} \theta_{\mathrm{ce}} \theta_{\mathrm{fr}}\right]^{T}$ containing the angles of the three rotations imposed by the actuators (elevation, cross-elevation, field rotation) to the mirror or instrument. To the first order, this relationship reads:

$$
\begin{equation*}
\delta \boldsymbol{\theta}^{E U L}=\left.\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{p}}\right|_{\mathrm{eq}} \delta \boldsymbol{\theta}^{p}+\left.\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{a}}\right|_{\mathrm{eq}} \mathbf{R} \delta \boldsymbol{\theta}^{a} \tag{9}
\end{equation*}
$$

where the matrix $\mathbf{R}=\operatorname{diag}(2,2,1)$ accounts for the reflections on the elevation and cross-elevation axes, and the $3 \times 3$ matrices $\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{D}}$ and $\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{a}}$ account for the rotations and depend on the equilibrium configuration. At equilibrium, the actuator's elevation angle $\bar{\theta}_{\mathrm{el}}$ is comprised between $5^{\circ}$ and $20^{\circ}$, corresponding to a LOS elevation angle comprised between $20^{\circ}$ and $50^{\circ}$ (as defined in Section 3.1), and the cross-elevation and field rotation angles are zero. It is important to account for the different values that the equilibrium elevation angle $\bar{\theta}_{\mathrm{el}}$ can have during the flight, since it changes the influence of the platform's motion, and consequently of the wind disturbance, on the cross-elevation and field rotation axes. Therefore, $\bar{\theta}_{\mathrm{el}}$ is considered as an uncertain parameter in this study. As discussed in [17, 40], it is necessary to define the uncertain parameter $t_{\mathrm{el}}=\tan \left(\bar{\theta}_{\mathrm{el}} / 2\right)$, instead of $\bar{\theta}_{\mathrm{el}}$, because the sine and cosine functions can be expressed as rational expressions in the variable $t_{\mathrm{el}}$.

Provided that $\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{a}}$ is invertible, let us define the new vector $\delta \boldsymbol{\theta}^{L O S}$ describing the motion of the line-of-sight in elevation, cross-elevation and field rotation, such that:

$$
\begin{equation*}
\delta \boldsymbol{\theta}^{L O S}=\left.\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{a}}\right|_{\mathrm{eq}} ^{-1} \delta \boldsymbol{\theta}^{E U L}=\underbrace{\left.\left.\frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{a}}\right|_{\mathrm{eq}} ^{-1} \frac{\partial \boldsymbol{\theta}^{E U L}}{\partial \boldsymbol{\theta}^{p}}\right|_{\mathrm{eq}}}_{=\mathbf{P}\left(t_{\mathrm{el}}\right)=\mathscr{F}_{u}\left(\mathbf{P}, \Delta_{\mathrm{eq}}\right)} \delta \boldsymbol{\theta}^{p}+\mathbf{R} \delta \boldsymbol{\theta}^{a} . \tag{10}
\end{equation*}
$$

The vector $\delta \boldsymbol{\theta}^{L O S}$ is introduced because (i) the science requirements and the levels of noise of the optical sensor are expressed with this convention, and (ii) the action of the actuators on the line-ofsight angles are decoupled in equation (10) which facilitates the controller design. The matrix $\mathbf{P}\left(t_{\mathrm{el}}\right)=$ $\mathscr{F}_{u}\left(\mathbf{P}, \boldsymbol{\Delta}_{t_{\mathrm{el}}}\right)$ expresses the relation between the gondola's motion and the LOS depending on $t_{\mathrm{el}}$, where $\mathscr{F}_{u}($.$) designates the upper LFT operator.$

### 3.3 Estimation of the line-of-sight

Three sets of sensors are used to estimate the line-of-sight:

- An optical sensor is attached to the instrument and provides a direct measurement of the line-ofsight, noted $\delta \widehat{\boldsymbol{\theta}}_{\text {optic }}^{L O S}$. It has low noise (around $\pm 0.1$ arcsec in elevation and cross-elevation, $\pm 10$ arcsec in field rotation, at 30 Hz ) but has a delay of 40 ms , due to the exposure time of the sensor and some processing delays, which limits the closed-loop performance and stability.
- Another estimate, noted $\delta \widehat{\boldsymbol{\theta}}_{\text {gyro }}^{L O S}$, is calculated with equation (10) from the two measurements:
- Analogical gyrometers deliver the rotation rates of the platform with high noise (around $\pm 20 \mathrm{arcsec} / \mathrm{s}$ at 200 Hz ) but no delay. These rotation rates are integrated to get an estimate $\delta \widehat{\boldsymbol{\theta}}^{p}$ of the attitude of the gondola.
- The position of each actuator is measured relatively to the gondola with negligible noise (with regard to the attitude provided by the gyrometers) and a 1 ms delay. This measurement is noted $\delta \widehat{\boldsymbol{\theta}}^{a}$.
The line-of-sight measured by the optical sensor $\delta \widehat{\boldsymbol{\theta}}_{\text {optic }}^{L O S}$ provides a good estimate at low frequencies, but cannot be used in high frequencies due to the delay. On the contrary, the gyrometers/actuators estimation $\delta \widehat{\boldsymbol{\theta}}_{\text {gyro }}^{L O S}$ cannot be used in low frequencies due to the integration of the rate measurement resulting in high noise levels. Therefore, the optical sensor and the gyrometers/actuators measurements are filtered to provide an estimate $\delta \widehat{\boldsymbol{\theta}}^{\text {LOS }}$ :

$$
\begin{equation*}
\delta \widehat{\boldsymbol{\theta}}^{L O S}=\left(\mathbf{I}_{3}-\mathbf{F}\left(\tau_{1}, \tau_{2}, \mathrm{~s}\right)\right) \delta \widehat{\boldsymbol{\theta}}_{\text {optic }}^{L O S}+\mathbf{F}\left(\tau_{1}, \tau_{2}, \mathrm{~s}\right) \delta \widehat{\boldsymbol{\theta}}_{\text {gyro }}^{L O S} \tag{11}
\end{equation*}
$$

where the filter $\mathbf{F}\left(\tau_{1}, \tau_{2}, \mathrm{~s}\right)$ is expressed as a $\operatorname{LFT}\left(\mathscr{F}_{l}(\right.$.$) designates the lower LFT operator):$

$$
\mathbf{F}\left(\tau_{1}, \tau_{2}, \mathrm{~s}\right)=\frac{\tau_{1} \mathrm{~s}}{\tau_{1} \mathrm{~s}+1} \frac{\tau_{2} \mathrm{~s}}{\tau_{2} \mathrm{~s}+1} \mathbf{I}_{3}=\mathscr{F}_{l}\left(\mathbf{F}(\mathrm{~s}),\left[\begin{array}{cc}
\tau_{1} \mathbf{I}_{3} & \mathbf{0}  \tag{12}\\
\mathbf{0} & \tau_{2} \mathbf{I}_{3}
\end{array}\right]\right) .
$$

The structure of the filter presented in equation (12) was fixed for the mission, but the two parameters $\tau_{1}$ and $\tau_{2}$ can be tuned to address the trade-off between:

- noise levels: small values of $\tau_{1}$ and $\tau_{2}$ yield lower noise - because the estimate of the LOS relies more on the optical measurement (small noise, but large delay),
- stability and rejection of the wind disturbance: high values of $\tau_{1}$ and $\tau_{2}$ yield good stability and disturbance rejection properties - because the estimate of the LOS relies more on the gyrometer/actuators measurement (small delay, but high noise).

This trade-off is coupled with the controller synthesis. Therefore, the parameters $\tau_{1}$ and $\tau_{2}$ will be tuned simultaneously with the controller in Section 4.

The block diagram in Fig. 6 represents the estimation described in this section and implemented for controller synthesis. The transfer functions of the delays are treated as 3-rd order Padé approximations - noted $D_{\text {act }}(\mathrm{s})$ for the actuators' sensors and $D_{\text {optic }}(\mathrm{s})$ for the optical measurement. The measurement noise of the optical sensor is treated as a white noise in the frequency range $0 \mathrm{~Hz}-30 \mathrm{~Hz}$; the measure-
ment noise of the gyrometer is treated as a white noise in the frequency range $0 \mathrm{~Hz}-200 \mathrm{~Hz}$, which is integrated to provide the position. The filters modeling the noise frequency contents are:

$$
\left\{\begin{array}{l}
\mathbf{W}_{n}^{\text {gyro }}=5 \times 10^{-6 \underline{\mathbf{I}_{3}}} \frac{1}{\mathrm{~s}}  \tag{13}\\
\mathbf{W}_{n}^{\text {optic }}=4.5 \times 10^{-8} \operatorname{diag}(1,1,100)
\end{array} .\right.
$$



Fig. 6 Line-of-sight estimation

### 3.4 Actuation system

Each actuator is represented by a transfer function $\delta \ddot{\theta} / \delta V$ between the input voltage and the angular acceleration imposed to the mirror or instrument. The transfer functions are given in table 1 , and the parameters $\tau_{\mathrm{el}}$, $\tau_{\mathrm{ce}}$ and $\tau_{\mathrm{fr}}$ each have $10 \%$ uncertainty around their respective nominal values 32 ms , 16 ms and 50 ms respectively.

|  | Elevation | Cross-elevation | Field rotation |
| :---: | :---: | :---: | :---: |
| $\delta \ddot{\theta} / \delta V$ | $18800 \frac{\mathrm{~s}+10^{-3}}{\tau_{\mathrm{el}} s+1}=\mathscr{F}\left(A_{\mathrm{el}}(\mathrm{s}), \Delta_{\tau_{\mathrm{el}}}\right)$ | $4200 \frac{\mathrm{~s}+10^{-3}}{\tau_{\mathrm{ce}} s+1}=\mathscr{F}\left(A_{\mathrm{ce}}(\mathrm{s}), \Delta_{\tau_{\mathrm{ce}}}\right)$ | $1000 \frac{\mathrm{~s}+10^{-3}}{\tau_{\mathrm{fr}}+1}=\mathscr{F}\left(A_{\mathrm{fr}}(\mathrm{s}), \Delta_{\tau_{\mathrm{fr}}}\right)$ |

Table 1 Transfer functions of the actuators
Furthermore, a revolute joint is used to model the rotation of the mirror or instrument. Contrary to the revolute joints used in the modeling of the flight chain (see Fig. 3d in Section 2.4), the revolute joints used in the pointing system are actuated. Therefore, they have an additional input, that is the angular acceleration $\delta \ddot{\theta}$ imposed by the actuator between the two bodies designated with the generic notations $\mathscr{A}$ and $\mathscr{B}$. The angular configuration $\delta \theta$ is returned as output. For example, the elevation actuation system is represented in Fig. 7. The input voltage is noted $\delta V_{\mathrm{el}}$ and the angular configuration is noted $\delta \theta_{\mathrm{el}}$. The nominal model of the joint is noted $\mathscr{J}_{\mathrm{el}}$, and the block $\Delta_{\mathrm{t}_{\mathrm{el}}}$ represents the uncertainties due to the elevation angle at equilibrium $\bar{\theta}_{\mathrm{el}}$.

Finally, the pointing system is represented in Fig. 8. The mirror is a rigid body with a matrix of inertia $\mathbf{J}=\operatorname{diag}(30,30,50) \mathbf{I}_{3} \mathrm{~kg} \mathrm{~m}^{2}$. Note that its mass was already taken into account in the mechanical model of the gondola, since it influences its total mass, moments of inertia and position of its center of gravity. The variations of these quantities with the angular position of the mirror are within the uncertainty bounds set in Section 2.4. The inertia of the instrument in field rotation is negligible, and thus it is not represented. The interconnection signals are not named for readability - see Fig. 7 for the details on a single axis actuation system. The input voltages are noted $\delta V_{\mathrm{el}}, \delta V_{\mathrm{ce}}$ and $\delta V_{\mathrm{fr}}$ for the elevation, cross-elevation and field rotation actuators respectively. The outputs of the system are the angle of each actuator, respectively $\delta \theta_{\mathrm{el}}, \delta \theta_{\mathrm{ce}}$ and $\delta \theta_{\mathrm{fr}}$, and the line-of-sight angles $\delta \boldsymbol{\theta}^{\mathrm{LOS}}$.


Fig. 7 Elevation actuation system


Fig. 8 3-axes pointing system

## 4 Robust pointing control of the line-of-sight

### 4.1 Problem formulation

Based on the modeling presented in Sections 2 and 3, the closed-loop system is represented in Fig. 9:

- The green blocks represent the nominal system: $\mathbf{M}(\mathrm{s})$ includes the flight chain and the pointing system, $\mathbf{A}(\mathrm{s})=\operatorname{diag}\left(A_{\mathrm{el}}(\mathrm{s}), A_{\mathrm{ce}}(\mathrm{s}), A_{\mathrm{fr}}(\mathrm{s})\right)$ regroups the transfer functions representing the nominal actuators dynamics, $\mathbf{D}(\mathrm{s})$ regroups the delays, and $\mathbf{E}(\mathrm{s})$ represents the estimation,
- The blue blocks $\Delta_{M}, \Delta_{A}$ and $\Delta_{E}$ regroup the parametric uncertainties on the mechanical system, actuators' models and estimation respectively,
- The red blocks are the tuning parameters: controller $\mathbf{K}(\mathrm{s})=\operatorname{diag}\left(K^{\mathrm{el}}(\mathrm{s}), K^{\mathrm{ce}}(\mathrm{s}), K^{\mathrm{fr}}(\mathrm{s})\right)$ composed of one controller for each axis (elevation, cross-elevation, field rotation) - the three controllers are decoupled because the action of the actuators on the line-of-sight angles are decoupled in equation (10) ; and the estimation parameters $\tau_{1}$ and $\tau_{2}$,
- The grey blocks are the weighting filters: $\mathbf{W}_{d}$ and $\mathbf{W}_{n}$ model the frequency content of the disturbances and of the noise respectively; $\mathbf{W}_{u}, \mathbf{W}_{e_{d}}$ and $\mathbf{W}_{e_{r}}$ are the output weights used for the robust control synthesis,
- The inputs are: the wind disturbances $\delta \mathbf{d} \in \mathbb{R}^{2}$ applied along $\mathbf{x}$ and $\mathbf{y}$ to the balloon ; the sensors noises $\delta \mathbf{n} \in \mathbb{R}^{6}$; and the reference angles $\delta \mathbf{r} \in \mathbb{R}^{3}$,
- The internal signals are: the measured states $\delta \mathbf{y} \in \mathbb{R}^{9}$ regrouping the 3 gondola's rotation rates, the 3 actuators angles, and the 3 angles of the line-of-sight ; the pointing error $\delta \mathbf{e} \in \mathbb{R}^{3}$; the actuators voltages $\delta \mathbf{V} \in \mathbb{R}^{3}$; and the commands $\delta \mathbf{u}=\delta \boldsymbol{\theta}^{a} \in \mathbb{R}^{3}$,
- The outputs are: the weighted errors $\delta \tilde{\mathbf{e}}_{d} \in \mathbb{R}^{3}$ and $\delta \tilde{\mathbf{e}}_{r} \in \mathbb{R}^{3}$, and the weighted command $\delta \tilde{\mathbf{u}} \in \mathbb{R}^{3}$.

The wind disturbance is characterized with the filter $D(\mathrm{~s})$ which was obtained in Section 2.3:

$$
\begin{equation*}
\mathbf{W}_{d}(\mathrm{~s})=D(\mathrm{~s}) \mathbf{I}_{2} \tag{14}
\end{equation*}
$$

and the measurement noise is modeled with $\mathbf{W}_{n}^{\text {gyro }}$ and $\mathbf{W}_{n}^{\text {optic }}$ defined in equation (13):

$$
\begin{equation*}
\mathbf{W}_{n}(\mathrm{~s})=\operatorname{diag}\left(\mathbf{W}_{n}^{\text {gyro }}, \mathbf{W}_{n}^{\text {optic }}\right) . \tag{15}
\end{equation*}
$$



Fig. 9 Closed-loop block diagram

The first objective of the pointing control is disturbance rejection. The FIREBall pointing stability must be ensured during the instrument's integration time, which is up to 100 seconds [7]. Following the methodology presented in [34], the pointing performance is defined as the relative pointing error (RPE) across a time window $t=100 \mathrm{~s}$, accordingly to ESA standards [35], and picking a maximum amplitude $\varepsilon_{1}=5 \times 10^{-7} \mathrm{radHz}^{-0.5}$ (elevation/cross-elevation), $\varepsilon_{2}=3 \times 10^{-5} \mathrm{radHz}^{-0.5}$ (field rotation), the filter $\mathbf{W}_{e_{d}}$ is defined:

$$
\begin{equation*}
\mathbf{W}_{e_{d}}=\frac{t^{2} \mathrm{~s}^{2}+t \sqrt{12} \mathrm{~s}}{t^{2} \mathrm{~s}^{2}+6 t \mathrm{~s}+12} \operatorname{diag}\left(1 / \varepsilon_{1}, 1 / \varepsilon_{1}, 1 / \varepsilon_{2}\right) \tag{16}
\end{equation*}
$$

The reference tracking requirement - ensure a $20 \mathrm{rad} / \mathrm{s}$ (elevation and cross-elevation) or $5 \mathrm{rad} / \mathrm{s}$ (field rotation) bandwidth to follow a reference line-of-sight - yields the filter $\mathbf{W}_{e_{r}}$ which penalizes low-frequency error:

$$
\begin{equation*}
\mathbf{W}_{e_{r}}=\frac{1}{2} \operatorname{diag}\left(\frac{\mathrm{~s}+20}{\mathrm{~s}+0.02}, \frac{\mathrm{~s}+20}{\mathrm{~s}+0.02}, \frac{\mathrm{~s}+5}{\mathrm{~s}+0.005}\right) \tag{17}
\end{equation*}
$$

and since $\mathbf{W}_{e_{r}}^{-1}$ imposes an upper bound on the closed-loop sensitivity function (see equation (19)), the factor $1 / 2$ ensures a modulus margin of at least 0.5 - note that the sensors delays and parametric uncertainties are already taken into account in the model, so this modulus margin only needs to cover other neglected dynamics such as non-linearities of the actuators. Finally, the limitation constraint of the actuators angles yields $\mathbf{W}_{u}$ :

$$
\begin{equation*}
\mathbf{W}_{u}=2.5 \times 10^{5} \times \frac{\mathrm{s}^{2}+0.56 \mathrm{~s}+0.16}{\mathrm{~s}^{2}+56 \mathrm{~s}+1600}\left(\frac{100 \mathrm{~s}+0.01}{100 \mathrm{~s}+1}\right)^{2} \mathbf{I}_{3} \tag{18}
\end{equation*}
$$

which penalizes high-frequency solicitation of the actuators. Moreover, the controller is imposed to be stable. Let us note $\boldsymbol{\Delta}=\operatorname{diag}\left(\boldsymbol{\Delta}_{M}, \boldsymbol{\Delta}_{A}, \boldsymbol{\Delta}_{E}\right)$. The robust structured $\mathscr{H}_{\infty}$ problem

$$
\begin{array}{ll}
\underset{\mathbf{K}(\mathrm{s}), \tau_{1}, \tau_{2}}{\operatorname{minimize}} & \gamma_{1} \\
\text { s.t. } \max _{\Delta}\left\{\left\|\left[\begin{array}{l}
\delta \mathbf{d} \\
\delta \mathbf{n}
\end{array}\right] \rightarrow \delta \tilde{\mathbf{e}}_{d}\right\|_{\infty}\right\}<\gamma_{1}<1  \tag{19}\\
\text { subject to: } & \left\{\begin{array}{l}
\max _{\Delta}\left\{\left\|\delta \mathbf{r} \rightarrow \delta \tilde{\mathbf{e}}_{r}\right\|_{\infty}\right\}<\gamma_{2}<1 \\
\max _{\Delta}\left\{\left\|\left[\begin{array}{l}
\delta \mathbf{d} \\
\delta \mathbf{n}
\end{array}\right] \rightarrow \delta \tilde{\mathbf{u}}\right\|_{\infty}\right\}<\gamma_{3}<1 \\
\mathrm{~s} \text { is a pole of } \mathbf{K} \Longrightarrow \operatorname{Re}(\mathrm{s})<0
\end{array}\right.
\end{array}
$$

is solved with non-smooth optimization (MATLAB routine systune) to ensure the robust stability and robust performance of the closed-loop system. Note that the weighted $\mathscr{H}_{\infty}$-norm is used rather than the $\mathscr{H}_{2}$-norm in the pointing performance (transfer $\left[\begin{array}{c}\delta \mathbf{d} \\ \delta \mathbf{n}\end{array}\right] \rightarrow \delta \tilde{\mathbf{e}}_{d}$ ). Indeed, in addition to the colored noise model $\mathbf{W}_{d}(\mathrm{~s})$, the wind disturbance might sometimes excite the impulse response of the system. Therefore, by minimizing the resonances of the flexible modes, the $\mathscr{H}_{\infty}$-norm is more robust to these potential impulse disturbances than the $\mathscr{H}_{2}$-norm.

### 4.2 Controller synthesis

The synthesis is conducted with the following procedure.
The estimation parameters are set to the values $\tau_{1}=0.1 \mathrm{~s}$ and $\tau_{2}=0.5 \mathrm{~s}$ that were used during FIREBall 2018 flight. An initial 2-nd order controller $\mathbf{K}_{0}(\mathrm{~s})$ is proposed, which respects the bandwidth and actuators requirements $\gamma_{2}$ and $\gamma_{3}$, but not the disturbance rejection objective $\gamma_{1}$ (because of the resonances of the flexible pendulum modes of the flight chain). The performance indices are $\gamma_{1}=4.3$, $\gamma_{2}=0.90, \gamma_{3}=0.86$.

For a first synthesis, the controller is initialized with $K_{0}(\mathrm{~s})$, and the estimation parameters are fixed (not tuned) to the values 0.1 s and 0.5 s . The 3 -rd order structure is chosen for each controller $K^{\mathrm{el}}(\mathrm{s}), K^{\mathrm{ce}}(\mathrm{s}), K^{\mathrm{fr}}(\mathrm{s})$, as it was found to yield satisfying results for a reasonable complexity. A controller $K_{1}(\mathrm{~s})$ is obtained with the performance indices $\gamma_{1}=0.94, \gamma_{2}=0.99, \gamma_{3}=0.85$.

Finally, a second synthesis is initialized with $K_{1}(\mathrm{~s})$ and the values $\tau_{1}=0.1 \mathrm{~s}$ and $\tau_{2}=0.5 \mathrm{~s}$, which are now tuned simultaneously with the controller. The final values $\tau_{1}=0.066 \mathrm{~s}$ and $\tau_{2}=94 \mathrm{~s}$ are obtained with the controller $\mathbf{K}_{2}(\mathrm{~s})$ given in equation (20). The performance indices are $\gamma_{1}=0.89, \gamma_{2}=0.87$, $\gamma_{3}=0.85$, and the singular values of the closed-loop transfers are shown in Fig. 10.

$$
\mathbf{K}_{2}(\mathrm{~s}):\left\{\begin{array}{l}
K_{2}^{\mathrm{el}}(\mathrm{~s})=\frac{0.36 \mathrm{~s}^{3}+33 \mathrm{~s}^{2}+284 \mathrm{~s}+4823}{\mathrm{~s}^{3}+1055 \mathrm{~s}^{2}+1807 \mathrm{~s}+665}  \tag{20}\\
K_{2}^{\mathrm{ce}}(\mathrm{~s})=\frac{0.95^{3}{ }^{3}+21 \mathrm{~s}^{2}+7125 \mathrm{~s}+1257}{\mathrm{~s}^{3}+999 \mathrm{~s}^{2}+1597 \mathrm{~s}+.008} \\
K_{2}^{\mathrm{fr}}(\mathrm{~s})=\frac{2.78 \mathrm{~s}^{3}+417 \mathrm{~s}^{2}+13760 \mathrm{~s}+38070}{\mathrm{~s}^{3}+1003 \mathrm{~s}^{2}+4122 \mathrm{~s}+7257}
\end{array}\right.
$$



Fig. 10 Singular values of the closed-loop transfers with $K_{2}$ ( $\mathbf{1 0 0 0}$ samples).

## 5 Conclusion

A new general methodology is proposed to address the modeling and pointing control of an optical instrument on-board a stratospheric balloon-borne platform. The model of the system, based on a multibody approach, accounts for the frequency content of the wind disturbance, the dynamics of the flight chain, and the pointing system including sensors and actuators dynamics, measurement noise and line-of-sight estimation filtering. Applied to the FIREBAll mission, the nominal models fits the in-flight measurement in the frequency domain, and parametric uncertainties are included with Linear Fractional Transformations. The robust control of the line-of-sight is then tackled as a disturbance rejection problem with the $\mathscr{H}_{\infty}$-synthesis to minimize the relative pointing error, along with frequency-domain constraints on the sensitivity function and actuators limitation. The controller is tuned simultaneously with the line-of-sight estimation and the performance objectives are reached even in worst-case configurations of the uncertain parameters.
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