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#### Abstract

Applications like automated dynamic soaring in the atmospheric boundary layer demand high accuracy and robustness from the path following flight controller. This presents a challenge because dynamic soaring trajectories in the atmospheric boundary layer typically involve load factors of about 5 g as well as large bank angles. Therefore, this paper presents a novel modelbased controller whose performance is investigated using a generic highly dynamic smooth flight path. The controller consists of two cascades: an outer loop position controller and an inner loop quaternion-based attitude controller both of relative degree two. Based on the given flight path, a modified Frenet-Serret frame is used to feed forward the ideal flight-path axis system to the attitude controller. This reduces the control effort of the position controller, which only has to command small attitude changes concerning the ideal flight-path axis system. Both the feedforward and the position controller rely on purely kinematic quantities to increase the robustness. The attitude controller includes direct lift control by symmetric aileron deflection and is based on the robust method of incremental nonlinear dynamic inversion with control allocation. In the numerical simulation, we show for a 1 kg motor glider that the proposed controller design achieves high tracking accuracy. In future work, the control performance and robustness should be compared with that of other control concepts and validation should take place in flight testing.
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## 1 Introduction

In recent years, research in the field of dynamic soaring has made steady progress [1]. The good understanding of the principles of dynamic soaring as well as sufficiently miniaturized available components for sensor technology enable current research on transferring the principle to automated unmanned aerial vehicles (UAVs). Since the required trajectories are highly dynamic and cannot be decomposed into parts, a core aspect of the project is to design a controller that can follow an arbitrary flyable trajectory in 3D space [2]. In addition, a high degree of abstraction, robustness to model uncertainties, and guidance accuracy in the presence of large perturbations due to wind are design goals. For these requirements, incremental nonlinear dynamic inversion [3-5] has made significant progress in recent years, especially in the field of unmanned multicopters [6, 7], and is therefore a suitable control method because only the control effectiveness of all control surfaces as well as the inertia and mass of the aircraft need to be known. Many ways to follow a trajectory have been presented in the past, but most of them are based on tracking a kind of surrogate target, which is pushed ahead on the trajectory in a suitable way [8-10]. Although this method often yields very good results, the dynamics of this target must be designed using heuristic methods. A 2D planar use of the Frenet-Serret frame is shown in Ref. [11-13]. A 3D-Frenet-Serret frame was already used in previous works, which improved the tracking performance, but also uses a surrogate target [14, 15]. Also a modified version of Frenet-Serret frame was used by Ref. [16] but lack the consideration of gravity in the reference frame and using a low dynamic trajectory to prove their approach. An overview about path following control strategies is given in Ref. [17]. The reduction of cascaded loops is known to increase bandwidth, because there need to be a minimum of one time-scale separation. A well known control structure is the use of four control loops consisting of a position control, flight path control, attitude and angular rate control loop [18]. A promising concept which is also taken up in this work is the reduction to an outer loop which, based on the trajectory and the position controller, provides a reference attitude which is then followed by an inner attitude control loop and consists of only two cascades [19, 20].

### 1.1 Contributions

We make the following contributions:

- We present a modified version of the Frenet-Serret frame that considers the gravitational acceleration and serves as flight-path reference attitude.
- We present a lightweight flight-path / trajectory tracking controller structure with two cascades and only two controlled variables with relative degree of two each. The code is publicly available on Github. ${ }^{1}$
- In simulation, we demonstrate high performance of the control structure over a wide range of speeds, rapidly changing load factors from 0.5 g up to 4.5 g , high bank angles $\pm 150$ deg and implied adaptability to the current flight situation without adaptive terms, while maintaining very small position errors.


### 1.2 Organization

The aircrafts rigid body dynamics and the control task are described in section 2. The control approach with two cascades is shown in section 3. The outer loop is the trajectory tracking reference with position controller. The inner loop represents the quaternion-based attitude controller with incremental nonlinear dynamic inversion and control allocation. The last section 4 shows the validation of the proposed control structure with a motor glider of 1 kg mass and 1.8 m span in numerical simulation.

[^0]
## 2 Problem Formulation

### 2.1 Notation

We use the conventions of the international standard ISO 1151 in the area of flight dynamics. A lower-case subscript of a 3-D vector with the components $x, y$ and $z$ indicates that the vector is expressed in the corresponding frame. The inertial frame $g$ is represented by the north-east-down coordinate system. The body frame $b$ is originated at the center of gravity of the vehicle with forward-right-down convention. The air-path frame $a$ is originated at the center of gravity of the vehicle, where $x_{a}$ points in the direction of the airspeed vector. The flight-path frame $k$ is originated at the center of gravity of the vehicle, where $x_{k}$ points in the direction of the flight-path velocity. An upper-case subscript indicates relative motion of two frames: $K$ indicates $k$ relative to $g$. For symbols that are not part of ISO 1151, we use lower-case boldface symbols to denote vectors, upper-case boldface symbols for matrices and non-boldface symbols for scalars. The only exception are the three unit vectors $\boldsymbol{T}, \boldsymbol{B}, \boldsymbol{N}$, which form the orthonormal basis of the Frenet-Serret frame. The trajectory reference coordinate system $t$ is originated at the center of gravity of the vehicle. Derivatives with respect to time are noted as usual with a dot above the variable $\dot{v}$. Derivatives of geometric functions according to the dimensionless parameter $t \in[0,1]$ are noted with a derivative stroke $f^{\prime}(t)$. Quaternions are noted with the scalar first convention $\boldsymbol{q}=\left[\begin{array}{lll}q_{0} & q_{1} & q_{2}\end{array} q_{3}\right]^{T}$. So $q_{0}$ is the scalar part and $q_{1}, q_{2}$ and $q_{3}$ form the vector part.

### 2.2 Airplane Flight Dynamics

### 2.2.1 Equations of Motion

The six degrees of freedom rigid body equations of motion are applied to compute the angular velocity $\boldsymbol{\Omega}$, the attitude quaternion $\boldsymbol{q}_{b g}$, the velocity $\boldsymbol{V}_{K}$ and the position $\boldsymbol{s}_{g}=\left[\begin{array}{ll}x & y\end{array}\right]^{T}$, with the mass $m$, the inertia matrix $\boldsymbol{I}_{b}$, the force $\boldsymbol{R}_{b}$, the moment $\boldsymbol{Q}_{b}$, the gravitational acceleration $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$, $\boldsymbol{\Omega}_{b}=\left[\begin{array}{ll}p q r\end{array}\right]^{T}$ and the rotation matrix from inertial to body frame $\boldsymbol{T}_{b g}=\boldsymbol{T}_{g b}^{T}=\boldsymbol{T}(\boldsymbol{q})$, see Eq. (35) and Ref. [21] section 1.7:

$$
\left.\begin{array}{rl}
\dot{\boldsymbol{\Omega}}_{b} & =\boldsymbol{I}_{b}^{-1}\left[\boldsymbol{Q}_{b}-\boldsymbol{\Omega}_{b} \times\left(\boldsymbol{I}_{b} \boldsymbol{\Omega}_{b}\right)\right.
\end{array}\right], \quad \begin{array}{rll}
\dot{\boldsymbol{q}}_{b g} & =\frac{1}{2} \boldsymbol{q}_{b g} \otimes\left[\begin{array}{llll}
0 & p & q & r
\end{array}\right]^{T}, \\
\dot{\boldsymbol{V}}_{K b} & =\frac{1}{m} \boldsymbol{R}_{b}+\boldsymbol{T}_{b g}\left[\begin{array}{lll}
0 & 0 & g
\end{array}\right]^{T}-\boldsymbol{\Omega}_{b} \times \boldsymbol{V}_{K b} \\
\dot{\boldsymbol{s}}_{g} & =\boldsymbol{T}_{g b} \boldsymbol{V}_{K b}
\end{array}
$$

### 2.2.2 Aerodynamics

The aerodynamics model is based on [21], Eq. (2.3-8b). The linear aerodynamic coefficients using derivatives, but considers the nonlinear axis transformation to convert the aerodynamic forces into the body frame, see Eq. (2). For the axis transformation, the rotation matrix is used, which depends on the angle of attack $\alpha$ and the angle of sideslip $\beta$, see Eq. (3).

$$
\begin{equation*}
\boldsymbol{R}_{b}^{A}=\boldsymbol{T}_{b a} \boldsymbol{R}_{a}^{A} \quad \boldsymbol{Q}_{b}^{A}=\boldsymbol{T}_{b a} \boldsymbol{Q}_{a}^{A} \tag{2}
\end{equation*}
$$

$$
\boldsymbol{T}_{b a}=\left[\begin{array}{ccc}
\cos \alpha \cos \beta & -\cos \alpha \sin \beta & -\sin \alpha  \tag{3}\\
\sin \beta & \cos \beta & 0 \\
\sin \alpha \cos \beta & -\sin \alpha \sin \beta & \cos \alpha
\end{array}\right] \quad \text { with } \quad \begin{aligned}
& \alpha=\arctan \left(w_{b} / u_{b}\right) \\
& \beta=\arcsin \left(v_{b} / V\right)
\end{aligned}
$$

The airspeed $V=\|\boldsymbol{V}\|$ takes into account the wind velocity $\boldsymbol{V}_{W} . \boldsymbol{V}=\left[\begin{array}{lll}u & v & w\end{array}\right]^{T}=\boldsymbol{V}_{K}-\boldsymbol{V}_{W}$. The airframe force and moment vector are computed from the aerodynamic coefficients $C_{()}$in the aerodynamic frame, see Eq. (4), where $b$ is the span, $c$ is the mean aerodynamic chord, $S$ is the main wing area and $\rho=1.225 \mathrm{~kg} / \mathrm{m}^{3}$ is the air density.

$$
\boldsymbol{R}_{a}^{A}=\frac{1}{2} \rho V^{2} S\left[\begin{array}{lll}
C_{X a} & C_{Y a} & C_{Z a}
\end{array}\right]^{T} \quad \boldsymbol{Q}_{a}^{A}=\frac{1}{2} \rho V^{2} S\left[\begin{array}{lll}
b C_{l a} & c C_{m a} & b C_{n a} \tag{4}
\end{array}\right]^{T}
$$

The aerodynamics coefficients include nonlinearities to account for the quadratic drag polar as well as stall. However, in this application the drag barely influences the controller performance and stall is avoided. That is why the aerodynamic coefficients can be approximated as a linear function:

$$
\begin{equation*}
\boldsymbol{c}=\boldsymbol{c}_{0}+\frac{\partial \boldsymbol{c}}{\partial \boldsymbol{y}_{\text {Aero }}} \cdot \boldsymbol{y}_{\text {Aero }} \tag{5}
\end{equation*}
$$

where $\boldsymbol{c}$ comprises all aerodynamic coefficients:

$$
\boldsymbol{c}=\left[\begin{array}{llllll}
C_{X a} & C_{Y a} & C_{Z a} & C_{l a} & C_{m a} & C_{n a} \tag{6}
\end{array}\right]^{T}
$$

$\boldsymbol{c}_{0}$ are the aerodynamic coefficients in steady cruise flight and $\boldsymbol{y}_{\text {Aero }}$ comprises the main influence variables on the aerodynamic coefficients:

$$
\boldsymbol{y}_{\text {Aero }}=\left[\begin{array}{lllllllll}
\alpha & \beta & p^{*} & q^{*} & r^{*} & \xi_{l} & \xi_{r} & \eta & \zeta \tag{7}
\end{array}\right]^{T}
$$

with normalized rate of roll $p^{*}=p b / V$, normalized rate of pitch $q^{*}=q c / V$, normalized rate of yaw $r^{*}=r b / V$, left and right aileron deflection angles $\xi_{l}, \xi_{r}$, elevator deflection angle $\eta$ and rudder deflection angle $\zeta$. The main influence variables do not include unsteady variables like $\dot{\alpha}$ for simplicity.

### 2.2.3 Actuator Dynamics

Second order delays including saturations of the states are used to model the actuator dynamics of the control surfaces. We note $d_{\text {act }}$ as the damping ratio, $\omega_{\text {act }}$ is the angular frequency and $\delta_{\min } \leq \delta \leq \delta_{\max }$ and $\dot{\delta}_{\text {min }} \leq \dot{\delta} \leq \dot{\delta}_{\text {max }}$. Here, the symbol $\delta$ is representative for all actuator deflections $\xi_{l}, \xi_{r}, \eta$ and $\zeta$. The transfer function of the actuator is $A(s)$. The transfer function of the actuator model used for the INDI control loop is noted as $A^{\prime}(s)$.

$$
\begin{equation*}
\ddot{\delta}=\omega_{\mathrm{act}}^{2}\left(\delta_{\mathrm{cmd}}-\frac{2 d_{\mathrm{act}}}{\omega_{\mathrm{act}}} \dot{\delta}-\delta\right) \tag{8}
\end{equation*}
$$

### 2.3 Control Objective

The control objective is that the aircraft position $s$ follows the specified smooth flight path with as little error as possible. The reference position $\boldsymbol{r}$ required for this is the point on the flight path that is closest to the aircraft position. The aircraft should move along the flight path at a given speed. The corresponding speed controller is designed separately from the path following controller and is not discussed further in this paper.

## 3 Control Approach

The overall design of tracking high dynamic trajectories is divided into five simple sub-problems, see Fig. 1. The first step is calculating analytical expressions for the trajectory for each segment between given way-points. In the simplest form, these can be polynomials of any degree. However, care should be taken that they are sufficiently differentiable to ensure smooth trajectories. In this work, we use fifth-degree polynomials. The core of the highly dynamic control is the trajectory tracking and the calculation of the reference variables, see section 3.1. This is not done via heading and flight path angle independent of the flight condition, as it is often used in aviation [2, 19]. We use purely kinematic variables, which are calculated as a function of the current flight speed. The advantage of this calculation is that it does not require any information about the aircraft itself and can therefore be used universally for any type of aircraft, as stated in $[19,20]$. To be as independent as possible from the actual aircraft, an inversion controller is used as the position controller, which is also based on purely kinematic variables, see section 3.2. However, a distinction must be made between the vertical and lateral positions for the reference position. These two differ concerning their connection to the rotational dynamics. For flying highly dynamic trajectories without limitations, it is necessary to have a reliable attitude controller for any flight condition. Therefore it is obvious to use a quaternion-based controller [6]. The attitude controller is based on incremental nonlinear dynamic inversion, see section 3.3 [22]. By feedback of the rotational accelerations, and explicit consideration of the actuator dynamics and feedback delay by filters, the highest possible bandwidth and robustness is ensured [23, 24]. The thrust controller is designed as a airspeed controller and ensures that the critical stall speed is not undershot at any time. This is designed as a simple PD controller and will not be discussed further in this paper. Since the aircraft used is a powered glider, which has only low climb performance. For aircraft with a high thrust-to-weight ratio, a model-based thrust control could also be used here, which compares the measured acceleration with a given reference. Without thrust control, trajectory control is simplified to path following control.

$$
\begin{equation*}
H(s)=\frac{\omega_{n}^{2}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}} \tag{9}
\end{equation*}
$$

The angular acceleration $\dot{\boldsymbol{\Omega}}_{b, \mathrm{f}}$ is obtained by differentiation of the gyroscope measurement. Because of expected noise amplification through the differentiation of the noisy measurement, the gyro signal is filterd by a second order filter based on Ref. [23, 25]. The same filtering is also applied to the accelerometer measurements as well as the aircraft position and the attitude. For the filter constants we choose $\omega_{n}=50 \mathrm{rad} / \mathrm{s}$ and $\zeta=0.55$ as suggested by Ref. [23].


Fig. 1 Overall Controller Design

### 3.1 Trajectory tracking and attitude reference

First, the position $t_{m}$ on the trajectory $\boldsymbol{r}_{g}(t)$ is determined which has the shortest distance to the current position of the aircraft. For this work, the shortest distance was determined by numerically calculating the zeros of the function given in Eq. (10). The trajectory is given by three polynomials
$f_{x}(t), f_{y}(t)$ and $f_{z}(t)$ of degree 5. The filtered position is $\boldsymbol{s}_{\mathrm{f}}=\left[x_{\mathrm{f}} y_{\mathrm{f}} z_{\mathrm{f}}\right]$, see Fig. 1.

$$
\begin{equation*}
t_{m}=\underset{t \in[0,1]}{\arg \min }\left(\left(f_{x}(t)-x_{\mathrm{f}}\right)^{2}+\left(f_{y}(t)-y_{\mathrm{f}}\right)^{2}+\left(f_{z}(t)-z_{\mathrm{f}}\right)^{2}\right) \tag{10}
\end{equation*}
$$

As the result of the minimization problem, the dimensionless parameter $t_{m}$ (matching) is obtained. In the next step, the derivatives of the matched trajectory position for the three spatial directions are determined for the current time step, see Eq.(11) and Fig. 2a.

$$
\boldsymbol{r}_{g}\left(t_{m}\right)=\left[\begin{array}{l}
f_{x}\left(t_{m}\right)  \tag{11}\\
f_{y}\left(t_{m}\right) \\
f_{z}\left(t_{m}\right)
\end{array}\right] \quad \boldsymbol{r}_{g}^{\prime}\left(t_{m}\right)=\left[\begin{array}{l}
f_{x}^{\prime}\left(t_{m}\right) \\
f_{y}^{\prime}\left(t_{m}\right) \\
f_{z}^{\prime}\left(t_{m}\right)
\end{array}\right] \quad \boldsymbol{r}_{g}^{\prime \prime}\left(t_{m}\right)=\left[\begin{array}{l}
f_{x}^{\prime \prime}\left(t_{m}\right) \\
f_{y}^{\prime \prime}\left(t_{m}\right) \\
f_{z}^{\prime \prime}\left(t_{m}\right)
\end{array}\right]
$$

With $\boldsymbol{r}_{g}$ and the first two derivatives $\boldsymbol{r}_{g}^{\prime}$ and $\boldsymbol{r}_{g}^{\prime \prime}$ in respect to the dimensionless parameter $t$ the so called Frenet-Serret frame can be calculated, see Fig. 2a. The Frenet-Serret frame consists of the tangent vector $\boldsymbol{T}$, the binormal vector $\boldsymbol{B}$ and the normal vector $\boldsymbol{N}$. The tangent vector $\boldsymbol{T}$ always points in the direction of the desired flight path and thus provides the reference for the direction of the flight-path velocity $V_{K}=\left\|\boldsymbol{V}_{K}\right\|$ and the $x$ axis of the flight-path frame. The normal vector $\boldsymbol{N}$ points in the direction of the curvature $\kappa$ of the path in the current point. A derivation of the Frenet-Serret frame and formulas is given in Ref. [26, 27]. Because the Frenet-Serret frame is a pure kinematic concept we need a way to include the gravitational acceleration to get an usable attitude reference:

$$
\tilde{\boldsymbol{r}}_{g}^{\prime \prime}\left(t_{m}\right)=\left[\begin{array}{c}
f_{x}^{\prime \prime}\left(t_{m}\right)  \tag{12}\\
f_{y}^{\prime \prime}\left(t_{m}\right) \\
f_{z}^{\prime \prime}\left(t_{m}\right)-\frac{g}{v_{t}^{2}}
\end{array}\right]
$$

To take into account the influence of gravitational acceleration $g$, we extend the second derivative $\boldsymbol{r}^{\prime \prime}$ by the additional term $-g / v_{t}^{2}$, as given in Eq. (12), where $v_{t}=\boldsymbol{V}_{K} \cdot \boldsymbol{T}$ is the component of the flight-path speed that is tangent to the desired flight path.

$$
\begin{equation*}
\boldsymbol{T}\left(t_{m}\right)=\frac{\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right)}{\left\|\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right)\right\|} \quad \tilde{\boldsymbol{B}}\left(t_{m}\right)=\frac{\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right) \times \tilde{\boldsymbol{r}}_{g}^{\prime \prime}\left(t_{m}\right)}{\left\|\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right) \times \tilde{\boldsymbol{r}}_{g}^{\prime \prime}\left(t_{m}\right)\right\|} \tag{13}
\end{equation*}
$$

Technically, with this step we increase the curvature of the path in the vertical direction in the inertial coordinate system. Practically, we increase the total curvature of the path and rotate the center of curvature along the tangent vector so that the modified normal vector $\tilde{N}$ now corresponds to the vertical axis of the aircraft if the angle of attack is neglected. The modified binormal vector $\tilde{\boldsymbol{B}}$ points in the direction of the right wing to complete the orthonormal basis. This procedure is shown in Fig. 2b.

$$
\begin{equation*}
\tilde{\boldsymbol{N}}\left(t_{m}\right)=\tilde{\boldsymbol{B}}\left(t_{m}\right) \times \boldsymbol{T}\left(t_{m}\right) \quad \kappa\left(t_{m}\right)=\frac{\left\|\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right) \times \tilde{\boldsymbol{r}}_{g}^{\prime \prime}\left(t_{m}\right)\right\|}{\left\|\boldsymbol{r}_{g}^{\prime}\left(t_{m}\right)\right\|^{3}} \tag{14}
\end{equation*}
$$

Together $\boldsymbol{T}, \tilde{\boldsymbol{B}}$ and $\tilde{\boldsymbol{N}}$ form the reference attitude a rigid body need to follow the trajectory with controllable acceleration along the vertical axis and body-fixed $x$-axis tangent to the path. The last missing information is the amount of this vertical acceleration, which can be easily determined from the trajectory curvature $\kappa$ from Eq. (14) and the tangential velocity $v_{t}$ according to Eq. (15):

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{ref}}\left(t_{m}\right)=\kappa\left(t_{m}\right) v_{t}^{2}\left(t_{m}\right) \tag{15}
\end{equation*}
$$


(a) Frenet-Serret frame with tangent vector $T$, normal vector $N$ and binormal vector $B$. All are unit vectors.

(b) Modified Frenet-Serret frame by rotation around the tangent vector $T$. $T, \tilde{B}$ and $\tilde{N}$ form the flight-path reference system.

(c) Lateral position error $y_{t}$ and vertical position error $z_{t}$ in the reference trajectory coordinate system $t$ which is axis-equivalent to the modified Frenet-Serret frame.

Fig. 2 Trajectory Tracking, Reference Attitude and Derivation of the Trajectory Coordinate System

At this point, a few things should be briefly highlighted. First, the presented method makes it very easy to determine a unique position reference that is free of singularities, assuming that the curvature $\kappa$ is not zero. This rotation matrix $\boldsymbol{T}_{t g}$ can be formed directly from the modified Frenet-Serret frame as shown in Eq. (16). Note that the modified normal-vector $\tilde{N}$ is reversed to match the axis orientation of the body-fixed system. Up to this point, no trigonometric functions have been used, making the approach numerically efficient.

$$
\boldsymbol{T}_{t g}=\left[\begin{array}{lll}
\boldsymbol{T}\left(t_{m}\right) & \tilde{\boldsymbol{B}}\left(t_{m}\right) & -\tilde{\boldsymbol{N}}\left(t_{m}\right) \tag{16}
\end{array}\right]
$$

Furthermore, it should be mentioned that the correction term from Eq. (12) only twists the normal and binormal vector around the tangent vector. If the airplane flies only upward or downward, this term has no effect on the attitude. However, perhaps the most important property of this type of attitude reference can be quickly overlooked. By defining the attitude using a Frenet-Serret frame, the trajectory can be completely described by the curvature $\kappa$ and torsion $\tau$ of the trajectory. The curvature corresponds to the pitch motion of the aircraft and the torsion to the roll motion. Thus, the reference flight-path sideslip angle is zero. Therefore, there is no need for a separate turn coordination as with other flight controllers. It should be noted that this only applies to the reference attitude. It does not apply to the actual attitude commanded by the subsequent controller or to a slip angle caused by the influence of wind. With the definiton of the flight-path (trajectory) reference system we need some additional angles. We define the flight path angles in trajectory coordinate system as $\left[\begin{array}{lll}\chi_{t} & \gamma_{t} & \mu_{t}\end{array}\right]$. The angles from the trajectory to body-fixed system as $\left[\begin{array}{lll}\Phi_{t} & \Theta_{t} & \Psi_{t}\end{array}\right]$ and the trajectory coordinate system $t$ to body-fixed system $b$ as $\left[\begin{array}{lll}x_{t} & y_{t} & z_{t}\end{array}\right]$, see Fig. 2c.

### 3.2 Position Controller

The design of the two position controllers is based on model order reduction. The only question to be answered is, to which order can and must the reference model be reduced to obtain sufficient guidance accuracy and high error rejection. For both channels a controller with relative degree of two was chosen. This has shown in our simulations to be the one with the highest possible bandwidth as well as a great amount of robustness. The aim of the position controller is to control the aircraft position $\boldsymbol{s}_{t}$ in the
trajectory coordinate system, as well as its derivatives $\dot{\boldsymbol{s}}_{t}$ and $\ddot{\boldsymbol{s}}_{t}$ to zero.

$$
\begin{align*}
\boldsymbol{s}_{t} & =\boldsymbol{T}_{t g}\left(\boldsymbol{r}_{g}\left(t_{m}\right)-\boldsymbol{s}_{\mathrm{f}}\right)  \tag{17a}\\
\dot{\boldsymbol{s}}_{t} & =\boldsymbol{T}_{t g}\left(\dot{\boldsymbol{r}}_{g}\left(t_{m}\right)-\dot{\boldsymbol{s}}_{\mathrm{f}}\right)+\dot{\boldsymbol{T}}_{t g}\left(\boldsymbol{r}_{g}\left(t_{m}\right)-\boldsymbol{s}_{\mathrm{f}}\right)  \tag{17b}\\
\ddot{\boldsymbol{s}}_{t} & =\boldsymbol{T}_{t g}\left(\ddot{\boldsymbol{r}}_{g}\left(t_{m}\right)-\ddot{\boldsymbol{s}}_{\mathrm{f}}\right)+2 \dot{\boldsymbol{T}}_{t g}\left(\dot{\boldsymbol{r}}_{g}\left(t_{m}\right)-\dot{\boldsymbol{s}}_{\mathrm{f}}\right)+\dot{\boldsymbol{T}}_{t g}\left(\boldsymbol{r}_{g}\left(t_{m}\right)-\boldsymbol{s}_{\mathrm{f}}\right)  \tag{17c}\\
\boldsymbol{s}_{t} & =\left[\begin{array}{lll}
x_{t} & y_{t} & z_{t}
\end{array}\right]^{T} \quad \dot{\boldsymbol{s}}_{t}=\left[\begin{array}{lll}
\dot{x}_{t} & \dot{y}_{t} & \dot{z}_{t}
\end{array}\right]^{T} \quad \ddot{\boldsymbol{s}}_{t}=\left[\begin{array}{lll}
\ddot{x}_{t} & \ddot{y}_{t} & \ddot{z}_{t}
\end{array}\right]^{T} \tag{17d}
\end{align*}
$$

### 3.2.1 Vertical Error Controller

From a purely kinematic point of view, the relationship between the vertical motion in the flight path reference system, the rotational dynamics given in Eq. (18) exists. This relationship for horizontal flight is sufficiently known from Ref. [19].

$$
\begin{align*}
& z_{t}=\int V_{K} \gamma_{t} \sin \left(\gamma_{t}\right)  \tag{18a}\\
& \dot{z}_{t}=V_{K} \sin \left(\gamma_{t}\right)  \tag{18b}\\
& \ddot{z}_{t}=V_{K} \sin \left(\gamma_{t}\right)+V_{K} \dot{\gamma}_{t} \cos \left(\gamma_{t}\right) \tag{18c}
\end{align*}
$$

On the assumption of small flight path angles $\gamma_{t}$ and $\mu_{t}$ and the neglect of the angle of attack $\alpha$, follows $\cos \left(\gamma_{t}\right)=1, \sin \left(\gamma_{t}\right)=\gamma_{t}$. It should be mentioned that $V_{K}$ must be limited to reasonable values above zero to prevent division by zero. The current velocity $V_{K}$, can be interpreted as the control effectiveness $\partial \dot{z}_{t} / \partial \gamma_{t}$ in Eq.(18b), for vertical motion in the trajectory reference system. The control law for the


Fig. 3 Block diagram of the vertical position controller.
vertical position controller is given by Eq. (19). The gains are calculated to achieve the same response as a second-order closed-loop linear system, as shown in Fig. 3 with the desired feedback path. Therefore, all poles are placed at $-\omega_{V}$.

$$
\begin{equation*}
\dddot{z}_{t, \mathrm{~d}}=k_{z} z_{t}+k_{\dot{z}} \dot{z}_{t}+k_{z} \ddot{z}_{t} \tag{19}
\end{equation*}
$$

The commanded path angle $\gamma_{t}$, that will be added to the reference attitude is obtained by integrating $\dddot{z}_{t, d}$ two times and then dividing by the current velocity $V_{K}$.

### 3.2.2 Lateral Error Controller

As before with vertical error control, the kinematic relationship between lateral motion and in stationary horizontal flight is investigated in Eq. (20). This time the lateral acceleration depends on the lateral orientation of the lift vector caused by a rotation around the longitudinal axis $x_{b}$ of the airplane. This derivation is also based on the assumption of small angle of attack $\alpha$, trajectory flight path angle $\gamma_{t}$
and small trajectory roll angle $\mu_{t}$. The current vertical acceleration $n g$, can be interpreted as the control effectiveness $\partial \ddot{y}_{t} / \partial \mu_{t}$ in Eq. (20c), for lateral motion in the trajectory reference system.

$$
\begin{align*}
& y_{t}=\iint n g \sin \mu_{t}  \tag{20a}\\
& \dot{y}_{t}=\int n g \sin \mu_{t}  \tag{20b}\\
& \ddot{y}_{t}=n g \sin \mu_{t} \tag{20c}
\end{align*}
$$

The control law for the lateral position controller is given by Eq. (21). The commanded flight path


Fig. 4 Block diagram of the lateral position controller.
roll angle $\mu_{t}$, that will be added to the flight path reference attitude $\boldsymbol{T}_{t g}$ is obtained by integrating $\dddot{y}_{t, d}$ and then dividing by the current trajectory normal acceleration that equals the load factor $n$ times the acceleration due to gravity $g$, that is equal to $a_{r e f}$. As in the vertical position controller, the gains are calculated to achieve the same response as a second-order closed-loop linear system, as shown in Fig. 4 with the desired feedback path. Therefore, all poles are placed at $-\omega_{L}$.

$$
\begin{equation*}
\dddot{y}_{t, d}=k_{y} y_{t}+k_{\dot{y}} \dot{y}_{t}+k_{\ddot{y}} \ddot{y}_{t} \tag{21}
\end{equation*}
$$

### 3.2.3 Position Controller Output Stage

After calculating the flight path angles for pitch $\gamma_{t}$ and roll $\mu_{t}$, the reference attitude given by the trajectory $\boldsymbol{T}_{t g}$ is rotated by these two angles. Please note, that these two angles are incremental values and no set of euler angles. The required step to take the flight path angles into account is to interpret them as a rotation vector. If small angles of incidence and sideslip are assumed, the path angles and body-fixed angles of rotation coincide in a good approximation. These then calculate the desired position in space which is transferred to the position controller, see Eq. (22).

$$
\begin{equation*}
\Theta_{t} \hat{=} \gamma_{t} \quad \Phi_{t} \hat{=} \mu_{t} \tag{22}
\end{equation*}
$$

This can be converted with the quaternion exponential into the necessary correction as a quaternion (23), that can be transferred into the necessary rotation matrix, see Eq.(24). Then the resulting desired attitude $\boldsymbol{T}_{b g, \mathrm{~d}}$ is passed through a fast second order filter to smooth it and to generate consistent derivatives for the reference. Finally, the desired and filtered rotation matrix is converted into the command position quaternion $\boldsymbol{q}_{b g, \mathrm{~d}}$. The required first $\dot{\boldsymbol{q}}_{b g, \mathrm{~d}}$ and second derivative $\ddot{\boldsymbol{q}}_{b g, \mathrm{~d}}$, can be calculated by numerical differentiation, this is possible, because the rotation matrix was filtered before and small rotations per time step are assumed. At this point it should be noted that filtering the rotation matrix result in a LERP like reference, for absolutely trustworthy reference calculation, the filtering should be done directly on a quaternion basis, but this is outside the focus of this work.

$$
\begin{align*}
\boldsymbol{q}_{t k} & =\exp \left(\left[\begin{array}{llll}
0 & \Phi_{t} & \Theta_{t} & 0
\end{array}\right]^{T}\right)  \tag{23}\\
\boldsymbol{T}_{b g, \mathrm{~d}} & =\boldsymbol{T}_{t g} \boldsymbol{T}\left(\boldsymbol{q}_{t k}\right)^{T} \tag{24}
\end{align*}
$$

### 3.3 Attitude and Vertical Acceleration Controller

The block diagram of the attitude controller is shown in Figure 5. The commanded attitude from position controller $\boldsymbol{q}_{\mathrm{d}}$ as well as its first two derivatives are the reference variables. The controlled variables are the measured attitude $\boldsymbol{q}_{\mathrm{f}}$, the rotational velocity in the body-fixed coordinate system $\Omega_{b, \mathrm{f}}$ and the rotational accelerations $\dot{\Omega}_{b, \mathrm{f}}$ determined from filtering the rotational velocity from the gyroscopes. The angular distance for each axis between the reference attitude $\boldsymbol{q}_{\mathrm{d}}$ and the current attitude $\boldsymbol{q}_{\mathrm{f}}$ of the
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aircraft is given by Eq. (25). This result is known as the rotation vector representation. All quaternions and their derivatives transform form inertial into body-fixed coordinate system, for better readability the index $\boldsymbol{q}_{b g}$ is missing intentionally. $\boldsymbol{q}^{-1}$ note the inverse of a quaternion.

$$
\begin{equation*}
\boldsymbol{q}_{\mathrm{e}}=2 \ln \left(\boldsymbol{q}_{\mathrm{f}}^{-1} \otimes \boldsymbol{q}_{\mathrm{d}}\right) \tag{25}
\end{equation*}
$$

The calculation of the error for the angular rates and the angular acceleration is done according to Eq. (26). With $\boldsymbol{q}^{*}$ we note the conjugate of a quaternion.

$$
\begin{equation*}
\boldsymbol{q}_{\Omega}=2\left(\boldsymbol{q}_{\mathrm{d}}^{*} \otimes \dot{\boldsymbol{q}}_{\mathrm{d}}\right) \quad \boldsymbol{q}_{\boldsymbol{\Omega}}=2\left(\dot{\boldsymbol{q}}_{\mathrm{d}}^{*} \otimes \dot{\boldsymbol{q}}_{\mathrm{d}}\right)+2\left(\boldsymbol{q}_{\mathrm{d}}^{*} \otimes \ddot{\boldsymbol{q}}_{\mathrm{d}}\right) \tag{26}
\end{equation*}
$$

For the control law only the vector part of the quaternion is necessary:

$$
\boldsymbol{v}_{\mathrm{e}}=\left[\begin{array}{c}
q_{\mathrm{e}, 1}  \tag{27}\\
q_{\mathrm{e}, 2} \\
q_{\mathrm{e}, 3}
\end{array}\right] \quad \boldsymbol{\Omega}_{\mathrm{e}}=\left[\begin{array}{c}
q_{\Omega, 1} \\
q_{\Omega, 2} \\
q_{\Omega, 3}
\end{array}\right]-\boldsymbol{\Omega}_{b, \mathrm{f}} \quad \dot{\boldsymbol{\Omega}}_{\mathrm{e}}=\left[\begin{array}{c}
q_{\dot{\Omega}, 1} \\
q_{\dot{\Omega}, 2} \\
q_{\dot{\Omega}, 3}
\end{array}\right]-\dot{\boldsymbol{\Omega}}_{b, \mathrm{f}}
$$

For unit quaternions the control law is given in Eq. (28). The first term in brackets contains the controller, the second term is the measured feedback for the incremental nonlinear dynamic inversion. This can be
irritating at first sight, because in the literature usually the reference acceleration, the measured rotational acceleration and the controller are connected to the last additions block. However, the calculation of the difference between reference and feedback is already done in the controller, see Eq. (27).

$$
\begin{equation*}
\Delta \boldsymbol{v}_{\boldsymbol{\Omega}}=\left(k_{v} \boldsymbol{v}_{\mathrm{e}}+k_{\Omega} \boldsymbol{\Omega}_{\mathrm{e}}+k_{\dot{\Omega}} \dot{\boldsymbol{\Omega}}_{\mathrm{e}}\right)+\dot{\boldsymbol{\Omega}}_{\mathrm{e}} \tag{28}
\end{equation*}
$$

The pseudo-control part for the vertical acceleration is given in Eq. (29).

$$
\Delta \boldsymbol{v}_{\ddot{z}}=\ddot{z}_{t, \mathrm{~d}}+\left[\begin{array}{lll}
0 & 0 & 1 \tag{29}
\end{array}\right]\left(\boldsymbol{T}_{t g}^{T} \boldsymbol{a}_{\mathrm{ref}}-\boldsymbol{a}_{\mathrm{f}}\right)
$$

In the last step of the attitude controller, the commanded angular and vertical accelerations are multiplied by the control effectiveness of the control surfaces through the control allocation. The incremental nonlinear dynamic inversion receives the pseudo control $\Delta v$ as reference. The actuator dynamics $\boldsymbol{A}^{\prime}(z)$ are taken into account in the feedback of the INDI loop as well as the filter transfer function of the sensors $\boldsymbol{H}(z)$ as in Ref. [23]. The pseudo-control vector $\Delta v$ is composed from the commanded angular acceleration vector and vertical acceleration, see. Eq. (30).

$$
\Delta \boldsymbol{v}=\left[\begin{array}{ll}
\Delta \boldsymbol{v}_{\dot{\Omega}}^{T} & \Delta \boldsymbol{v}_{z} \tag{30}
\end{array}\right]^{T}
$$

The available control surfaces are the left aileron $\xi_{l}$, right aileron $\xi_{r}$, elevator $\eta$ and rudder $\zeta$. They are limited to the range between -1 and 1 and thus limits the actuator deflection to the mechanically permissible values. The motor control is omitted at this point, since it has no influence on the position or vertical movement. The commanded actuator position vector $\boldsymbol{u}$ is given in Eq. (31).

$$
\boldsymbol{u}=\left[\begin{array}{llll}
\xi_{l} & \xi_{r} & \eta & \zeta \tag{31}
\end{array}\right]^{T} \quad \text { with } \quad \xi_{l}, \xi_{r}, \eta, \zeta \in[-1,1]
$$

We use the well known weightes least squares (WLS) algorithm which from Ref. [28]. Due to the incremental controller structure it is necessary to adapt the limits in each step to the current manipulated variable of the actuators $\boldsymbol{u}_{0}$, see Eq. (32) as suggested in Ref. [24].

$$
\begin{align*}
\overline{\boldsymbol{u}}_{\min } & =\boldsymbol{u}_{\min }-\boldsymbol{u}_{0}  \tag{32a}\\
\overline{\boldsymbol{u}}_{\max } & =\boldsymbol{u}_{\max }-\boldsymbol{u}_{0}  \tag{32b}\\
\overline{\boldsymbol{u}}_{\mathrm{d}} & =\boldsymbol{u}_{\mathrm{d}}-\boldsymbol{u}_{0} \tag{32c}
\end{align*}
$$

After the adjustment, the actuator increment $\Delta \boldsymbol{u}$ can be resolved using the active set method.

$$
\Delta \boldsymbol{u}=\underset{\overline{\boldsymbol{u}} \in\left[\overline{\boldsymbol{u}}_{\text {min }}, \overline{\boldsymbol{u}}_{\text {max }}\right]}{\arg \min }\left\|\left[\begin{array}{c}
\gamma^{\frac{1}{2}} \boldsymbol{W}_{v} \boldsymbol{G}  \tag{33}\\
\boldsymbol{W}_{u}
\end{array}\right] \overline{\boldsymbol{u}}-\left[\begin{array}{c}
\gamma^{\frac{1}{2}} \boldsymbol{W}_{\nu} \boldsymbol{v} \\
\boldsymbol{W}_{u} \overline{\boldsymbol{u}}_{\mathrm{d}}
\end{array}\right]\right\|^{2} \quad \text { with } \quad \overline{\boldsymbol{u}}_{0}=\frac{1}{2}\left(\overline{\boldsymbol{u}}_{\min }+\overline{\boldsymbol{u}}_{\max }\right)
$$

Finally, the actuator increment $\Delta \boldsymbol{u}$ is added to the actuator position $\boldsymbol{u}_{0}$ of the last time step.

$$
\begin{equation*}
\boldsymbol{u}=\Delta \boldsymbol{u}+\boldsymbol{u}_{0} \tag{34}
\end{equation*}
$$

## 4 Results

### 4.1 Simulation Setup

For the validation of the controller we use our own model of a generic motor glider with a mass of 1 kg and a wingspan of 1.8 m . A sketch of the used aircraft and the control surface layout is shown in Fig. 6. The further geometric data can be found in the appendix in Tab. 3. The same applies to the aerodynamic derivatives, see Tab. 3.


Fig. 6 Top view of the aircraft used for simulation. The control surfaces are highlighted in black and consist of two independently controllable ailerons, an elevator, a rudder and the propulsion system in the nose tip with a folding propeller.

### 4.2 Reference Tracking



Fig. 7 Aircraft trajectory from numerical simulation. The aircraft's attitude and position is shown for successive frames of one second delay each. The aircraft is shown three times larger to better see the orientation in space.

The first simulation will validate the guidance performance of the presented controller structure. The trajectory is a three-dimensional horizontal figure eight, which does not intersect itself, see Fig 7. As a special feature of the trajectory, the two ends of the trajectory are raised differently. The aircraft takes off trimmed from point A and flies two laps from there. At the beginning of the first lap flown with a very low setting of the thrust controller, so that the speed at the highest point of the trajectory is only $5 \mathrm{~m} / \mathrm{s}$ with a bank angle of 20 deg . In the middle of the first lap, the thrust regulator is set to maximum. There is a significant increase in average speed. The next time the high point is reached, the speed is about $18 \mathrm{~m} / \mathrm{s}$ and the bank angle is 150 deg . The two points with maximum altitude are marked with vertical yellow lines in Fig. 8-10. The load factor at this moment is about 1 g . The position error is both vertically


Fig. 8 Measured load factor and velocity from simulation for the reference flight path.


Fig. 9 Measured pitch angle, bank angle and position $s_{t}$ from simulation for the reference flight path.
and laterally during both rounds in the range of $\pm 0.3 \mathrm{~m}$ although a load factor up to 4.5 g and rapidly changing speeds in the range of $5-22 \mathrm{~m} / \mathrm{s}$, see Fig. 9. It should be remarked, that the stall speed of the usesd model is about $7 \mathrm{~m} / \mathrm{s}$ and stall is only prevented by the low load factor 0.5 g at the moment of lowest velocity, see Fig. 8. During flight, aileron saturation occurs shortly after reaching the high point for the first time, see Fig. 10. Due to the lack of redundancy of control surfaces for the roll motion, this cannot be compensated in any other way by the control allocation. However, this is not a problem, because this saturation occurs mainly due to the low speed and the resulting low control effectiveness at this moment, as soon as the speed increases again, the two actuators go out of the limit again without chattering, see Fig. 10. The simulation shows that the presented controller structure is able to follow a highly dynamic trajectory with high accuracy even if the speed and resulting load factors vary strongly during the flight.

### 4.3 Error Dynamics

Fig. 11 shows the response of the position error in case of a inital position error of 2 m in vertical and lateral direction for straight and level flight with $V=14 \mathrm{~m} / \mathrm{s}$. The controller parameterization is the same as in the example above. The typical transient response of the desired linear second order system as well as the steady state accuracy can be seen. In addition, it can be seen that the speed of the position controller with $\omega_{\mathrm{L}}=0.75 \mathrm{rad} / \mathrm{s}$ and $\omega_{\mathrm{V}}=2.0 \mathrm{rad} / \mathrm{s}$ is chosen relatively slow.


Fig. 10 Measured angular rates and actuator positions from simulation for the reference flight path.



Fig. 11 System response to an initial deposit of $2 \mathbf{m}$ in vertical and lateral direction during stationary straight flight. On the left, $\omega_{\mathrm{V}}=2.0 \mathrm{rad} / \mathrm{s}$ for the vertical channel and $\omega_{\mathrm{L}}=0.75 \mathrm{rad} / \mathrm{s}$ for the lateral direction was selected as the reference speed for the controller. Right for both channels with $\omega_{\mathrm{L}, \mathrm{V}}=2.0 \mathrm{rad} / \mathrm{s}$.

## 5 Conclusion

In this work, a controller concept was presented which consists of only two cascades and is based purely on kinematic relationships up to the last inner cascade of the position controller. For the design of the whole controller structure three single controllers with pole placement are determined. This procedure can be automated very well and corresponding safeties can be included. By feeding back the rotational acceleration in the INDI control loop, model uncertainties are compensated for as far as possible and thus only the three control efficiencies of the three degrees of roll freedom are required. However, high potential can already be assumed at this point, since the approach is very easy to parameterize and only three time constants can be used to parameterize the controller. The other variables needed for the inner loop are all model based and dependent on the corresponding aircraft. Namely, actuator dynamics and control effectiveness. Due to the open integrators of the reference model in the position controller, both the lateral and the vertical are stationary accurate, but without catching an additional pole point with its own dynamics as with an I-controller. In the future, this control approach will be extensively compared with those in the literature to rank its performance and especially robustness.

## Appendix

## Quaternion Math

Transformation matrix from a quaternion:

$$
\boldsymbol{T}(\boldsymbol{q})=\left[\begin{array}{ccc}
1-2 q_{2}^{2}-2 q_{3}^{2} & 2 q_{1} q_{2}-2 q_{0} q_{3} & 2 q_{1} q_{3}+2 q_{0} q_{2}  \tag{35}\\
2 q_{1} q_{2}+2 q_{0} q_{3} & 1-2 q_{1}^{2}-2 q_{3}^{2} & 2 q_{2} q_{3}-2 q_{0} q_{1} \\
2 q_{1} q_{3}-2 q_{0} q_{2} & 2 q_{2} q_{3}+2 q_{0} q_{1} & 1-2 q_{1}^{2}-2 q_{2}^{2}
\end{array}\right]
$$

Quaternion multiplication:

$$
\boldsymbol{p} \otimes \boldsymbol{q}=\left[\begin{array}{l}
p_{0} q_{0}-p_{1} q_{1}-p_{2} q_{2}-p_{3} q_{3}  \tag{36}\\
p_{0} q_{1}+p_{1} q_{0}+p_{2} q_{3}-p_{3} q_{2} \\
p_{0} q_{2}-p_{1} q_{3}+p_{2} q_{0}+p_{3} q_{1} \\
p_{0} q_{3}+p_{1} q_{2}-p_{2} q_{1}+p_{3} q_{0}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{0} & -q_{1} & -q_{2} & -q_{3} \\
q_{1} & q_{0} & q_{3} & -q_{2} \\
q_{2} & -q_{3} & q_{0} & q_{1} \\
q_{3} & q_{2} & -q_{1} & q_{0}
\end{array}\right]\left[\begin{array}{l}
p_{0} \\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right]
$$

## Controller parameters

Table 1 Feedback gain settings of the position and attitude controller.

| Parameter | $k_{v}$ | $k_{\Omega}$ | $k_{\dot{\Omega}}$ | $k_{z}$ | $k_{\dot{z}}$ | $k_{\tilde{z}}$ | $k_{y}$ | $k_{\dot{y}}$ | $k_{\dot{y}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $45.0 \mathrm{~s}^{-2}$ | $13.5 \mathrm{~s}^{-1}$ | 0.35 | $8.0 \mathrm{~s}^{-2}$ | $12.0 \mathrm{~s}^{-1}$ | 6.0 | $1.0 \mathrm{~s}^{-2}$ | $3.0 \mathrm{~s}^{-1}$ | 3.0 |

Natural frequencies for the reference generation of gyro and acceleratormeter and the attitude reference for the inner INDI loop:

$$
\begin{align*}
\omega_{\mathrm{f}} & =50 \mathrm{rad} / \mathrm{s} & D_{\mathrm{f}} & =0.55  \tag{37a}\\
\omega_{\mathrm{atti}} & =12 \mathrm{rad} / \mathrm{s} & D_{\mathrm{atti}} & =1 \\
\omega_{\mathrm{V}} & =1.5 \mathrm{rad} / \mathrm{s} & D_{\mathrm{V}} & =1 \\
\omega_{\mathrm{L}} & =1.0 \mathrm{rad} / \mathrm{s} & D_{\mathrm{L}} & =1
\end{align*}
$$

Parameters for control allocation:

$$
\begin{align*}
\boldsymbol{W}_{v} & =\operatorname{diag}(10,10,10,1) & \boldsymbol{W}_{u} & =\operatorname{diag}(1 \mathrm{e} 4,1 \mathrm{e} 4,1,1) \\
\boldsymbol{u}_{\min } & =\left[\begin{array}{llll}
-1 & -1 & -1 & -1
\end{array}\right]^{T} & \boldsymbol{u}_{\max } & =\left[\begin{array}{llll}
1 & 1 & 1 & 1
\end{array}\right]^{T}  \tag{38a}\\
\boldsymbol{u}_{\mathrm{d}} & =\left[\begin{array}{llll}
0.0 & 0.0 & 0.0 & 0.0
\end{array}\right]^{T} & \gamma & =1 \mathrm{e} 6 \tag{38b}
\end{align*}
$$

Control effectiveness at $14 \mathrm{~m} / \mathrm{s}$ trim speed:

$$
\left.\frac{\partial v}{\partial \boldsymbol{u}}\right|_{u_{0}}=\left[\begin{array}{cccc}
47.675 & -47.675 & 0 & 0  \tag{39}\\
-19.635 & -19.635 & 59.530 & 0 \\
0 & 0 & 0 & 17.660 \\
-17.400 & -17.400 & 4.178 & 0
\end{array}\right]
$$

$$
\boldsymbol{u}_{0}=\left[\begin{array}{llll}
0.0 & 0.0 & 0.0 & 0.0
\end{array}\right]^{T}
$$

## Airplane parameters

Table 2 Compilation of the aerodynamic derivatives of the motor glider model, where $\partial C_{Z a} / \partial \alpha$ is the field at row $C_{Z a}$ and column $\alpha$. The geometric references are $S=0.3358 \mathrm{~m}^{2}, c=0.185 \mathrm{~m}$ and $b=1.815 \mathrm{~m}$.

|  | $\alpha$ | $\beta$ | $p^{*}$ | $q^{*}$ | $r^{*}$ | $\xi_{1, \mathrm{r}}$ | $\eta$ | $\zeta$ | trim |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{X a}$ | -0.109 | -0.001 | 0 | -0.096 | 0.001 | 0 | 0.004 | 0.001 | -0.049 |
| $C_{Y a}$ | 0 | -0.328 | -0.001 | 0 | 0.111 | 0 | 0 | -0.076 | 0 |
| $C_{Z a}$ | -5.708 | 0 | 0 | -4.02 | 0 | 0 | 0.102 | 0 | -0.238 |
| $C_{l a}$ | 0 | -0.007 | -0.241 | -0.001 | 0.034 | 0.091 | 0 | 0 | 0 |
| $C_{m a}$ | -2.048 | 0 | 0 | -7.956 | 0 | 0 | 0.379 | 0 | 0 |
| $C_{n a}$ | 0 | 0.104 | 0.004 | 0 | -0.045 | -0.005 | 0 | 0.029 | 0 |

Table 3 Rigid body and actuator parameters of the simulation model.

| Symbol | Value | Unit |  | Symbol | Value | Unit |
| :---: | :---: | ---: | ---: | :---: | :---: | :---: |
|  | 1.0 | kg |  | $\omega_{\text {act }}$ | 80 | $\mathrm{rad} / \mathrm{s}$ |
| $I_{x}$ | 0.0712 | $\mathrm{~kg} \mathrm{~m}^{2}$ |  | $d_{\text {act }}$ | 1 | - |
| $I_{y}$ | 0.0482 | $\mathrm{~kg} \mathrm{~m}^{2}$ |  | $\delta_{\text {max }}$ | 15 | $\circ$ |
| $I_{z}$ | 0.1182 | $\mathrm{~kg} \mathrm{~m}^{2}$ |  | $\delta_{\min }$ | -15 | $\circ$ |
| $I_{x y}, I_{z x}, I_{y z}$ | - | $\mathrm{kg} \mathrm{m}^{2}$ |  | $\dot{\delta}_{\text {max }}$ | 333 | $\circ / \mathrm{s}$ |
|  |  |  |  | $\dot{\delta}_{\text {min }}$ | -333 | $\circ / \mathrm{s}$ |
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