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ABSTRACT

As new space missions requiring rapid response and the ability to achieve multiple objectives
within a single mission are taking attention, the need for reusable spacecraft capable of handling
diverse tasks is increasing. In this study, the trajectory generation problem for de-orbit missions
with multiple re-entry targets is considered using convex optimization methods, focusing on the
application of Reusable Unmanned Space Vehicles(ReUSVs). The nonlinear de-orbit trajectory
generation problem is formulated from the initial mission orbit to the final re-entry target with
specific re-entry constraints. Then, the formulated problem is convexified, and the sequential
convex programming method is used to solve the multiple de-orbit trajectory optimization problem.
Numerical simulation shows that the proposed methods can generate multiple de-orbit trajectories
efficiently, which demonstrates the effectiveness of convex optimization for generating trajectories
even in the presence of uncertainties.

Keywords: Reusable Unmanned Space Vehicle (ReUSV); Sequential Convex Optimization; De-Orbit Phase; Entry
Target Selection

Nomenclature

𝜇 = Gravitational Constant
𝑟 = radial distance
𝜃 = azimuth angle
𝜙 = elevation angle
𝑣𝑟 = radial direction velocity
𝑣𝜃 = azimuth angle direction velocity
𝑣𝜙 = elevation angle direction velocity
𝑚 = mass
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𝑇 = Thrust

1 Introduction
As the New Space Era begins, various types of new space missions such as debris removal, surveil-

lance, and space reconnaissance have received a lot of attention. Conventional spacecraft, which are
usually designed to perform a specific single mission, have some limitations in dealing with these com-
plicated missions. Thus, there is a growing need for Reusable Unmanned Space Vehicles (ReUSVs) that
can perform various missions with high reusability and accuracy. ReUSVs are particularly effective for
composite missions that require swift responses or multiple objectives within a single launch. Consider-
ing these aspects, the trajectory generation algorithm of ReUSVs must be developed to achieve multiple
objectives while satisfying various constraints required for preserving the reusability of ReUSVs.

Generally, the mission phases of a ReUSV can be segmented into the Ascent phase, On-orbit phase,
De-orbit phase, and Re-entry phase. The Ascent phase begins with the launch and involves inserting the
vehicle into the orbit where the primary mission will be performed. The "On-orbit phase" collectively
refers to the segment where the Reusable Launch Vehicle (RLV) achieves either a single or multiple
mission objectives after the launch.

Once the given objectives of the vehicle are achieved, the vehicle should leave the orbit to return to
the Earth by passing through the segment called the de-orbit phase before entering the atmosphere. The
Re-entry phase begins with entering the atmosphere, which involves dissipating the mechanical energy
until the vehicle reaches the landing site [1]. To successfully perform the Re-entry phase, the de-orbit
phase should be completed by satisfying several constraints referred to as entry interface (EI) conditions
in a specified area called the Re-entry boundary, at an altitude of about 120 km [2][3].

Research on the de-orbit phase has not been done much compared to other mission phases, because
the operation time of the de-orbit phase is short and the requirement imposed on the de-orbit phase
is relatively mild in many missions [4]. However, in designing the ReUSV mission trajectory where
maximizing reusability is essential, the ReUSV is required to complete the de-orbit phase satisfying the
EI conditions accurately. Therefore, a trajectory generation method specialized for the de-orbit phase of
ReUSV should be developed.

Typically, impulsive thrust is applied to perform de-orbit. De-orbit, when not considering some
constraints involving final time and load, generates a trajectory similar to the problem of orbit transfer.
Therefore, it can be simplified to a 2-body problem and can be solved by an analytic method, creating a
minimum Δ𝑉 de-orbit trajectory similar to the Hohmann transfer [4]. However, this method does not take
into account perturbations such as the J2 effect and does not offer robust guidance under the influence of
irregular environments such as solar winds. Hence, to consider more complicated dynamics, solutions to
the minimum-impulse de-orbit problem can be derived using direct optimization [5], multiple-shooting
method [6], and primer vector theory [7]. De-orbit using impulsive thrust has advantages with considering
relations between each input or state and the trajectory, which is effective in obtaining the intended re-
entry point. However, because it does not employ continuous thrust, achieving de-orbit at the intersection
of the mission orbit plane and the re-entry point requires either maintaining the orbit and waiting until a
suitable relative position is met, or performing an additional phasing maneuver, to forcibly achieve the
required relative position [8].

To overcome such limitations, several studies have been conducted using continuous thrust for de-
orbit or orbit transfer. Similar to the impulsive thrust case, the indirect shooting method was used to
resolve orbit transfer problems [9], and direct control parameterization was used [10]. In the case of
research on continuous thrust-optimal trajectory generation using parametric optimization, 6-th degree
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inverse polynomial was employed for a shape-based approach to generate minimum fuel optimal trajectory
[11] and Fourier series-based shape-based method was used for similar problems [12].

Recently, in the field of aerospace engineering, methodologies employing convex optimization have
been actively studied for various problems to obtain the solution efficiently. Typically, for general space
missions, trajectories are designed based on thorough planning offline, and the execution adheres as
closely as possible to the completed plan in online situations [13]. However, as discussed previously,
swift task execution and completion are crucial for missions requiring ReUSV, thus generating robust
and feasible solutions in on-board situations is becoming increasingly important. In this study, sequential
convex optimization is employed to generate a de-orbit trajectory considering the uncertainties in the
landing point of ReUSV’s mission. The main contribution of this study is to demonstrate the effectiveness
of convex optimization in ReUSV’s space missions.

This paper is organized as follows: In Section 2, the problem considered in this study is formulated
as the optimization problem. In Section 3, convexification of the problem formalized in Section II
is performed for sequential convex optimization, In Section 4, a decision algorithm using sequential
convex optimization techniques is presented for the uncertain Landing point. In Section 5, the proposed
techniques are applied to cases with single or multiple Landing points. Finally, in Section 6, the conclusion
is given.

2 Problem Formulation
This section formulates the trajectory generation problem for the deorbit problem which begins at

’Mission orbit’ and ends at ’Re-entry target’. Then, the formulated problem is modified by convexifying
the objective function and constraints, making it suitable for the application of the Successive Convex-
ification Programming (SCP) algorithm. Typically, the mission of a Reusable Launch Vehicle (RLV)
can be divided into the Ascent phase, On-orbit phase, De-orbit phase, and Re-entry phase. During the
Ascent phase, the vehicle is launched and ascends its altitude to the orbit where the main mission is to be
executed. During the On-orbit phase, the RLV performs its single or multiple missions. After achieving
its goals, the stage leading up to entry into the atmosphere from the mission-performing orbit is called the
De-orbit phase. Subsequently, the process of depleting the remaining kinetic energy after entering the
atmosphere and reaching the Landing point is termed as Re-entry phase. It is known that, to successfully
execute the Re-entry phase, the De-orbit phase must be completed in a specified region at an altitude of
120km centered around the Landing point, which is called Re-entry boundary [2].

Fig. 1 RLV mission phase division

In this study, the optimal control problem of directing an RLV is considered, where the RLV operates
at an altitude of 400km in Low Earth Orbit (LEO) to perform a de-orbit maneuver from an arbitrary
braking point and to reach a designated re-entry target at an altitude of 120km, while maintaining the
specified attitude. Based on the problem formulated in this section, the SCP algorithm is applied to
generate the de-orbit trajectory and solve the real-time path generation and selection problem for multiple
re-entry targets.
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2.1 Equations of Motions
Compared to other mission phases of the Reusable Launch Vehicle (RLV), the de-orbit phase is

typically short in duration and occurs at altitudes above 120km. Therefore, it is reasonable to neglect
the perturbations due to aerodynamics [4]. Based on the conventional 2-body equation in spherical
coordinates considering the RLV as a point mass, the equations of motion for the de-orbit maneuver of
the ReUSV are given as follows [14].

¤𝑟 = 𝑣𝑟

¤𝜃 =
𝑣𝜃

𝑟𝑐𝑜𝑠𝜙

¤𝜙 =
𝑣𝜙

𝑟

¤𝑣𝑟 =
𝑣2
𝜃
+ 𝑣2

𝜓

𝑟
− 𝜇

𝑟2 +
𝑇𝑟

𝑚

¤𝑣𝜃 = −
𝑣𝑟𝑣𝜃

𝑟
+
𝑣𝜃𝑣𝜙 tan 𝜙

𝑟
+ 𝑇𝜃
𝑚

¤𝑣𝜙 = −
𝑣𝑟𝑣𝜙

𝑟
−
𝑣2
𝜃

tan 𝜙
𝑟

+
𝑇𝜙

𝑚

¤𝑚 = − 𝑇
𝑣𝑒

(1)

where 𝑟 represents the radial distance from the center of Earth to the ReUSV, 𝜃 represents the azimuth
angle, 𝜙 represents the elevation angle, 𝑚 represents the mass of the spacecraft, and 𝜇 is the gravitational
constant of Earth. The terms 𝑣𝑟 , 𝑣𝜃 , and 𝑣𝜃 correspond to the velocities in the radial, azimuthal, and
elevation directions, respectively. The exhaust velocity, 𝑣𝑒, is defined by 𝐼𝑠𝑝𝑔0. 𝑇 is the thrust magnitude,
and 𝑇𝑟 , 𝑇𝜃 , and 𝑇𝜙 represent the components of the thrust in the 𝑟, 𝜃, and 𝜙 direction, respectively, and
each term represents the directional cosine components of 𝑇 . Therefore, the following constraints should
be imposed on the control variables.

𝑇2
𝑟 + 𝑇2

𝜃 + 𝑇2
𝜙 = 𝑇2, 𝑇 ≥ 0 (2)

The state variable is represented as x = [𝑟, 𝜃, 𝜙, 𝑣𝑟 , 𝑣𝜃 , 𝑣𝜙, 𝑚], and the control variable is represented as
u = [𝑇𝑟 , 𝑇𝜃 , 𝑇𝜙, 𝑇]. The propulsion system used for this study is a bipropellant, single aerojet engine
which is modeled based on the X-37B’s thruster.

2.2 Constraints
The initial state of the RLV maneuver corresponds to the state at the instance of the de-orbit, which

is determined by the mission design of the on-orbit. The terminal state is constrained to be inside the
re-entry boundary, which can be derived by appropriate mathematical techniques to make the RLV reach
a predetermined landing point on the Earth [15]. Consequently, the terminal coordinates required to
be met at the starting altitude of re-entry, 120km, are determined. The terminal flight path angle is
constrained within certain limits to manage the heat load and normal and axial loads experienced during
atmospheric entry.

The initial conditions are denoted as follows:

x(𝑡0) = [𝑟 (𝑡0), 𝜃 (𝑡0), 𝜙(𝑡0), 𝑣𝑟 (𝑡0), 𝑣𝜃 (𝑡0), 𝑣𝜙 (𝑡0), 𝑚(𝑡0)] (3)
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The terminal conditions derived from the pre-specified re-entry target are denoted as follows:

x(𝑡 𝑓 ) = [𝑟 (𝑡 𝑓 ), 𝜃 (𝑡 𝑓 ), 𝜙(𝑡 𝑓 )] (4)

In addition, the terminal flight angle is constrained as follows:

𝛾(𝑡 𝑓 ) = −3.0◦ (5)

which can be reformulated as :

arcsin
©«

𝑣𝑟 (𝑡 𝑓 )√︃
𝑣𝑟 (𝑡 𝑓 )2 + 𝑣𝜃 (𝑡 𝑓 )2 + 𝑣𝜙 (𝑡 𝑓 )2

ª®®¬ = −3.0◦ (6)

2.3 Dynamic Optimization Problem
The RLV considered in this study is assumed to be a multi-purpose spacecraft, particularly for

conducting space missions that are challenging for satellites. Therefore, fuel consumption is important
for enhancing the mission capabilities. Solving enough fuel after the de-orbit maneuver is critical for
achieving a stable landing if the ReUSV employs a retro-propulsion landing. Therefore, the objective
of the optimization is set as minimizing the fuel consumption in this study. The following inequality
constraints are also applied to each state and control variables :

x𝑚𝑖𝑛 ≤ x ≤ x𝑚𝑎𝑥

u𝑚𝑖𝑛 ≤ u ≤ u𝑚𝑎𝑥

(7)

where 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 denote the lower and upper bounds of the state, respectively, and 𝑢𝑚𝑖𝑛 and 𝑢𝑚𝑎𝑥

denote the lower and upper bounds of the control variables, respectively.

For 𝑟 and 𝜃, the bounds are defined to improve the efficiency of the optimum search. The bound
for 𝜙 is imposed according to the range defined by the spherical coordinate representation. For 𝑚, the
dry mass and initial mass are applied as the bound. The variables 𝑣𝑟 , 𝑣𝜃 , 𝑣𝜙, 𝑇𝑟 , 𝑇𝜃 , 𝑇𝜙 have constraints
set to represent the normalized physical values of the spacecraft. By combining the previously derived
nonlinear dynamics and constraints, the following constrained optimal control problem can be formulated:

min 𝐽 = −𝑚(𝑡 𝑓 )
subject to : Eqs.(1) − (4), and (6) − (7)

(8)

3 Sequential Convex Programming Algorithm

3.1 Normalization and Convexification
Normalization is performed on each variable to prevent numerical issues that may arise from the

different magnitude of the order of each variable. For 𝑟, normalization is done with 𝑅0 = 6, 378𝑘𝑚
where 𝑅0 is the radius of the Earth. For 𝑣𝑟 , 𝑣𝜃 , 𝑣𝜙, 𝑣𝑒, normalization is done with 𝑉0 =

√︃
𝜇

𝑅0
where 𝜇 is
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the gravitational constant of the Earth. Time 𝑡 is normalized with 𝑅0
𝑉0

, mass m with the initial mass 𝑚0,
and thrust 𝑇 with the maximum thrust 𝑇𝑚𝑎𝑥 [1].

The optimization problem (8) is characterized by the nonlinear dynamic equation, which includes
nonconvex constraints. For the trajectory generation method that can be used in the context of various
missions, it is important to reduce the computational load required for generating the trajectory. There-
fore, the original optimization problem (8) is convexified as a new problem, and a sequential convex
programming algorithm is applied. Based on the methodologies presented in [1], new variables are
introduced as :

𝜏 =
𝑇

𝑚

𝜏𝑟 =
𝑇𝑟

𝑚
, 𝜏𝜃 =

𝑇𝜃

𝑚
, 𝜏𝜙 =

𝑇𝜙

𝑚
(9)

𝑧 = ln𝑚 (10)

Accordingly, the state and control variables are redefined as:

x̂ = [𝑟, 𝜃, 𝜙, 𝑣𝑟 , 𝑣𝜃 , 𝑣𝜙, 𝑧]𝑇

û = [𝜏𝑟 , 𝜏𝜃 , 𝜏𝜙, 𝜏]𝑇
(11)

with the corresponding constraints

x̂𝑚𝑖𝑛 ≤ x̂ ≤ x̂𝑚𝑎𝑥

û𝑚𝑖𝑛 ≤ û ≤ û𝑚𝑎𝑥

(12)

The thrust magnitude constraint (2) and a constraint arising from the change of variables are convexified
as

𝜏2
𝑟 + 𝜏2

𝜃 + 𝜏2
𝜙 ≤ 𝜏2 (13)

0 ≤ 𝜏 ≤ 𝑒−𝑧∗ [1 − (𝑧 − 𝑧∗)] (14)

The dynamics can be linearized with respect to a reference state trajectory as

¤̂x = 𝑓 (x̂∗) + 𝐴(x̂∗) (x̂ − x̂∗) + 𝐵û (15)

The detailed expressions of 𝐴 and 𝐵 are presented in the Appendix.

Considering linearized dynamics, the errors may occur due to artificial unboundness caused by
the difference between the linearized dynamics and the actual dynamics. To prevent this, trust region
constraint should be applied [16] :

| |x̂ − x̂𝑘 | | ≤ 𝜂𝑥

| |û − û𝑘 | | ≤ 𝜂𝑢
(16)
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Then, a convex optimization problem can be defined as the following

𝐽 = −𝑚(𝑡 𝑓 )
subject to : Eqs.(3) − (6), and (12) − (15)

(17)

Now, sequential convex programming can be used to obtain the optimal trajectory.

3.2 Algorithm
In this section, the convex optimization problem of (17) is considered to obtain the solution, which

will be determined by setting the solution trajectory from each iteration as the reference state trajectory
for the subsequent iteration. The algorithm is summarized as Algorithm 1:

Algorithm 1 Successive convexification algorithm
Step 1: Generate the initial guess trajectory x̂0(𝑡),û0(𝑡), set 𝑘 = 1
Step 2: Solve the convexified problem P1 using x̂𝑘−1(𝑡),û𝑘−1(𝑡) as the reference trajectory
Step 3: Update the trust region radius, 𝑘 ← 𝑘 + 1
Step 4: repeat step2-step3 until the convergence criterion is met.

First, using the given initial states (3) and a suitable initial control, the initial reference trajectory,
x̂0(𝑡) and û0(𝑡) is generated. Second, the convexified linear optimal control problem for the 𝑘-th iteration
is solved. Here, x̂(k−1) denotes the optimal state trajectory derived from the previous iteration. Third,
after solving the 𝑘-th convexified problem, the trust region radius is updated according to the method
described in [1]. Finally, for each iteration, if the convergence criterion (18), which is selected considering
normalized values, is met, the process terminates. If not, the next step to conduct the (𝑘 + 1)-th iteration
is performed.

𝑠𝑢𝑝
𝑡0≤𝑡≤𝑡 𝑓

| |x̂(𝑘) − x̂(𝑘−1) | | ≤ 𝜖, 𝑘 ≥ 1 (18)

4 Re-entry Target Selection
For the RLV to maximize its mission capabilities, the trajectory from the mission orbit to the landing

point should be generated efficiently and reliably. If multiple feasible landing points are available, the
point that best aligns with their objectives should be selected. Therefore, trajectories are generated for
multiple re-entry targets, choosing the one whose performance index aligns most appropriately.

The convex optimization problem (17) formulated in section 3 is a problem that generates feasible
solutions for a single re-entry target. If multiple landing point candidates are viable, then re-entry
boundaries can be predetermined for each candidate [15]. Labeling these as x1(𝑡 𝑓 ), x2(𝑡 𝑓 ), ... , xi(𝑡 𝑓 ),
xn(𝑡 𝑓 ), a suitable re-entry target can be selected by solving convex optimization problem for each and
comparing the performance index, thereby configuring a single-variable optimization in an outer-loop.

x(𝑡 𝑓 ) ∈
{
x1(𝑡 𝑓 ), x2(𝑡 𝑓 ), ..., xi(𝑡 𝑓 ), ..., xn(𝑡 𝑓 )

}
(19)
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Fig. 2 Re-entry target selection flowchart

Figure 2 shows the re-entry target selection routine.

5 Numerical Simulation
Numerical simulation is performed to demonstrate the effectiveness of the proposed algorithm,

which generates de-orbit trajectories using convex optimization. The parameters used for the problem
are summarized in Table 1. Parameters related to the propulsion system are selected based on the X-37B
engine model, which is considered as R-42.

Parameters value

Gravitational constant of Earth 𝜇 3.986012×1014(𝑚3/𝑠2)
Earth radius 𝑅0 6,378(km)
Initial mass 𝑚0 5,000(kg)
Dry mass 𝑚𝑑𝑟𝑦 4,000(kg)

Maximum thrust 𝑇𝑚𝑎𝑥 900(N)
Specific impulse 𝐼𝑠𝑝 305(s)

Convergence criterion 𝜖 1e-3

Table 1 Parameters for de-orbit maneuver

The boundaries for state and control variables are set as:

x𝑚𝑖𝑛 = [3, 189.07(𝑘𝑚), −4𝜋, −𝜋, −79.05(𝑘𝑚/𝑠), −79.05(𝑘𝑚/𝑠), −79.05(𝑘𝑚/𝑠), 4, 000(𝑘𝑔)]
x𝑚𝑎𝑥 = [12, 756.29(𝑘𝑚), 4𝜋, 𝜋, 79.05(𝑘𝑚/𝑠), 79.05(𝑘𝑚/𝑠), 79.05(𝑘𝑚/𝑠), 5, 000(𝑘𝑔)]
u𝑚𝑖𝑛 = [−9, 000(𝑁), −9, 000(𝑁), −9, 000(𝑁), 0]
u𝑚𝑎𝑥 = [9, 000(𝑁), 9, 000(𝑁), 9, 000(𝑁), 9, 000] (20)

The initial values for the state and control variables are set as:
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x0 = [6, 678(𝑘𝑚), 0.7853, 0, 0(𝑘𝑚/𝑠), 7.69(𝑘𝑚/𝑠), 0.67(𝑘𝑚/𝑠), 5, 000(𝑘𝑔)] (21)

Starting from a specific point on the given mission orbit as the initial state, de-orbit trajectories
heading towards reentry targets are generated, each defined by specific re-entry locations and times. In
this case, a pool of three reentry targets is defined, and the de-orbit trajectory for each case is shown in
Fig.3 and summarized in Table 2.

Fig. 3 Synthesized Trajectory plot

The specific results for each reentry target are as follows:

Trajectory Reentry point (r,𝜃,𝜙) Maneuvering
time (sec) Cost Computation

time (sec)
Trajectory 1 (6.4981×106, 3.8397, 0) 2.8279×103 0.1391 13.34
Trajectory 2 (6.4981×106, 4.0142, -0.009) 2.9768×103 0.4241 15.88
Trajectory 3 (6.4981×106, 4.1887, -0.026) 3.1286×103 0.9751 14.93

Table 2 Trajectories data

Based on the result, the reentry target trajectory 1 can be decided as it has the lowest cost. The
convergence rate is shown in Fig.4, and the state and control input histories for the trajectory 1-3 are
shown in Fig.5 and 6.
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As the azimuth angle changes along the trajectory and approaches 𝜋, The result becomes similar
to the shape of a Hohmann transfer. Also, it can be seen that the cost decreases as the maneuvering
time increases. The computation time appears low without meaningful differences, confirming the
effectiveness of path calculation using the sequential convex optimization method.

6 Conclusion
A study on the selection of a suitable re-entry target and trajectory after completing a mission has

conducted utilizing convex optimization techniques. For de-orbit trajectories, considering the relatively
few perturbations and the short time required for maneuvers, the convex optimization allows for the
generation of multiple de-orbit paths without significant computation time. By appropriately convexifying
the trajectory optimization problem, optimal paths among multiple available re-entry targets can be
generated efficiently and reliably.

Appendix
The linearized dynamic system in (15) is defined by 𝐴, 𝐵, which are given as :

𝐴 =
𝜕f
𝜕x

=



0 0 0 1 0 0 0
− 𝑣 𝜃
𝑟2 cos 𝜙 0 𝑣 𝜃 sin 𝜙

𝑟 cos2 𝜙
0 1

𝑟 cos 𝜙 0 0
− 𝑣𝜙

𝑟2 0 0 0 0 1
𝑟

0
2
𝑟3 −

𝑣2
𝜃
+𝑣2

𝜙

𝑟2 0 0 0 2𝑣 𝜃
𝑟

2𝑣𝜙
𝑟

0
𝑣𝑟 𝑣 𝜃−𝑣 𝜃𝑣𝜙 tan 𝜙

𝑟2 0 𝑣 𝜃𝑣𝜙

𝑟 cos2 𝜙
− 𝑣 𝜃

𝑟

𝑣𝜙 tan 𝜙−𝑣𝑟
𝑟

𝑣 𝜃 tan 𝜙
𝑟

0
𝑣𝑟 𝑣 𝜃+𝑣2

𝜃
tan 𝜙

𝑟2 0 − 𝑣2
𝜃

𝑟 cos2 𝜙
− 𝑣𝜙

𝑟
−2𝑣 𝜃 tan 𝜙

𝑟
− 𝑣𝑟

𝑟
0

0 0 0 0 0 0 0


,

𝐵 =
𝜕f
𝜕u

=



0 0 0 0
0 0 0 0
0 0 0 0
𝑐 0 0 0
0 𝑐 0 0
0 0 𝑐 0
0 0 0 − 𝑐

𝑣𝑒


(22)
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