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ABSTRACT 

Aerial systems, including electric vertical take-off and landing (eVTOL) vehicles with fixed-wing 
configurations, present distinct challenges across various flight phases, encompassing hover and the 
transition to aerodynamic wingborne flight. Effectively addressing these challenges necessitates a robust 
control framework, prominently featured in the incremental nonlinear dynamic inversion (INDI) approach. 
However, INDI may encounter constraints like effector saturation and suboptimal pseudoinverses. This 
paper explores a spectrum of control allocation methods to effectively mitigate these limitations. 
Additionally, the paper delves into real-world complexities, including sensor noise and stochastic effects. It 
introduces filtering and estimation techniques to ensure precise data estimations. The proposed 
methodologies and algorithms undergo rigorous assessment through nonlinear simulations, encompassing 
comprehensive 6-DOF flight mechanics, realistic sensor models, and the presence of uncertainties. The 
simulation results underscore the efficacy and applicability of the proposed approaches in addressing the 
intricate challenges encountered in dynamically controlling eVTOL aircraft with fixed-wing configurations. 
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1 Introduction 

Aerial systems from aerospace industry has witnessed a paradigm shift towards novel configurations, 
such as electric vertical take-off and landing (eVTOL) aircraft [1–3]. These vehicles operating for urban 
air mobility, cargo transport, and various other applications. Realizing this potential, however, 
necessitates overcoming multifaceted challenges in the design and control of eVTOL platforms. This 
paper delves into the control system architecture eVTOL development. The operation of the conceptual 
fixed-wing eVTOL aircraft ranging from hovering to an aerodynamic wingborne flight. Incremental 
nonlinear dynamic inversion (INDI) approach is applied, which offers a sophisticated framework for 
dynamic control, enabling these aircraft to seamlessly transition between different flight phases.  

The INDI approach fundamentally relies on a rigorous understanding of the underlying mathematics 
and physics governing the eVTOL flight dynamics. It leverages advanced mathematical techniques to 
calculate incremental control inputs, allowing for precise adjustments of the vehicle's behaviour. The 
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complexity of real-world systems introduces challenges that necessitate sensor data processing. This 
paper shows enhanced filter strategies, aiming to predict and precise data by use of low-pass and 
complementary filters. 

Additional challenges addressed in this paper pertains to the control allocation problem. The eVTOL 
platforms often feature a surplus of effectors compared to the number of pseudo controls, rendering them 
over-actuated systems. Managing these excess effectors to optimize control authority while avoiding 
conflicts and maintaining stability during phase transitions is a formidable task. This paper presents 
control allocation strategies, including normalization and a redistributed scaled pseudo inverse (RSPI) 
and constraints via the nullspace transition (NST), to maintain reliable control authority. 

The paper is structured as follows: Chapter 2 furnishes general information regarding the conceptual 
eVTOL aircraft, giving insights into the implementation of flight mechanics utilized in simulations. 
Additionally, it briefly discusses the flight control architecture. Chapter 3 underscores the primary flight 
controller, rooted in the principles of INDI. Moreover, it offers detailed insights into design extensions, 
particularly emphasizing the control allocation task aimed at enhancing control performance. In chapter 
4, a linear analysis is presented, focusing on the system robustness amidst uncertainties. Subsequently, 
nonlinear simulations are showcased, encompassing the primary control performance across all flight 
phases, alongside an exploration into extended control allocation. 

2 Aircraft Representation 

This chapter introduces the aircraft configuration of the proposed eVTOL system. It proceeds to 
delineate the flight control strategy tailored for the designated hardware, encompassing the utilization of 
sensor data and the deployment of both primary and backup flight control systems. Additionally, it 
provides a concise overview of the flight mechanics, serving as the foundation for the ensuing nonlinear 
simulations. 

2.1 Aircraft Configuration 

 

Fig. 1 Pegasus Conceptual Lift-Off and Cruise 
Vehicle 

Table 1 Technical Specifications of Pegasus 

Property Value 

Mass 𝑚  11 kg 

Wingspan 𝑏 2.10 m 

Wing area 𝑆 0.952 mଶ 

Length 𝑙 2.04 m 

Number of impellers 1 

Number of propellers 2 
 

The Pegasus project introduces a conceptual electric vertical take-off and landing (eVTOL) aircraft, 
as depicted in Fig. 1 and detailed in Table 1. This aircraft features a fixed-wing configuration with a 
wingspan of 2.1 meters and is equipped with an electric propulsion system consisting of two propellers 
and one impeller. Pegasus has been designed for observation missions, housing a thermal and optical 
camera system on board. 
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The vehicle incorporates two propellers and one impeller, each characterized by their respective 
rotational speeds denoted as 𝜔௟௛, 𝜔௥௛, and 𝜔௖௧௥. Each propulsion unit is capable of altering its thrust 
vector through deflection, with the central propulsion deflection, 𝛿௖௧௥, capable of rotating up to a 90° 
angle. In contrast, the propeller deflections, 𝛿௟௛ and 𝛿௥௛, can vary between 0° and 105°, allowing for 
hovering flight. In this context, hovering refers to the aircraft's ability to counteract gravitational forces 
using the available thrust directions and forces. Yaw and roll axis control is primarily achieved through 
the two propellers, while pitch control involves interaction between all propulsion units. 

During wingborne flight, the lift generated by the wings effectively offsets the aircraft's weight, and 
aerodynamic control surfaces enable precise control over moments. Pitch and yaw control are 
accomplished by deflecting the ruddervator 𝜈௟௛ and 𝜈௥௛, while roll control is achieved by deflecting the 
ailerons 𝜉௟௛ and 𝜉௥௛. Wingborne flight occurs at airspeeds above the stall speed, which can be reduced to 
15 m/s using the flaps 𝛿ி,௟௛ and 𝛿ி,௥௛. 

Throughout the phases of acceleration and deceleration, the contribution of the aerodynamic surfaces 
to counterbalance gravitational forces, as well as the effectiveness of the aerodynamic control surfaces, 
varies. The transition phase extends from hovering to above stall speed. The cruising speed of the aircraft 
is 30 m/s and can be achieved either by utilizing the propellers or the impeller. In observation scenarios 
with lower airspeed requirements, using the propellers may extend the flight time. 

2.2 Flight Control System Architecture 

The flight control system architecture is comprised of two flight control computers (FCCs), as 
illustrated in Fig. 2 comparable to the architecture as shown in [4]. This system includes a primary and a 
backup FCC, an automation component responsible for overall system management and a voting element 
selecting the actuator / motor commands. 

 

Fig. 2 Architecture of the Flight Control Computer 

 

Fig. 2 also highlights the main sensor components required for vehicle operation. A tactical grade 
navigation system provides position, velocity, and vehicle attitude as well as acceleration and rotational 
rates required for the primary flight control algorithm. An airflow sensor is used to obtain additional 
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information about the current aerodynamic inflow as well as wind information. For indoor operation, an 
optical tracking system can also be incorporated into the system. 

Additionally, sensors like weight-on-wheels (WoW) sensors and a radar altimeter, primarily active 
during landing and near ground operations, complement the navigation suite.  

In this paper, we specifically emphasize the primary FCC and the navigation system sensors 
incorporated into our simulation framework. Hardware selection aligns with envisioned control 
philosophies and is validated through hardware-in-the-loop (HIL) testing. The primary FCS operates 
using the incremental nonlinear dynamic inversion method, elaborated upon in this paper. The backup 
controller, although not the focus of this research paper, is developed with the aim of relying on a 
minimum number of sensor information, providing capabilities to safely land the vehicle. As of now, 
several different control philosophies are under investigation, including a nonlinear dynamic inversion 
(NDI) approach, known for its effectiveness in mitigating actuator saturations [5,6]. 

2.3 Flight Mechanic Representation 

The aircraft is mathematically represented within a framework of nonlinear system dynamics 
characterized by input non-affinity and time invariance. The nonlinear equations of motion governing the 
six degrees of freedom (6-DOF) for rigid body motion are considered, accounting for the curvature and 
rotation of the Earth as well as an arbitrary reference point denoted as 𝑅. These equations are described 
as follows, with Eq. (1) handling translational motion and Eq. (2) addressing rotational motion [7–9]: 
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The superscript/index 𝐸 denotes the Earth-Centered-Earth-Fixed system, 𝐵 is referring to the body-
fixed system and 𝐼 to the Earth-centered inertial system. The angular velocity and acceleration are given 
by 𝝎 and 𝝎̇, the kinematic velocity and acceleration of the reference point 𝑅 are given by (𝑽௄

ோ )஻
ா  

and ൫𝑽̇௄
ோ ൯

஻

ா஻
, the moments of inertia are described by (𝑰ோ)஻஻ and 𝑚 represents the mass of the vehicle.  

The total forces and moments, expressed in Eq. (3) and (4), are modelled as the sum of contributions 
from aerodynamics (𝐴), propulsion (𝑃), and gravity (𝐺): 
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Aerodynamic forces are given as 
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with 𝐿 denoting the lift, 𝐷 is drag, and 𝑄 denotes the cross-stream force in the aerodynamic frame 𝐴. 
𝑉஺ represents airspeed, 𝜌 stands for air density, 𝑆 represents wing area, and 𝐶 signifies aerodynamic 
coefficients. These coefficients are described using Taylor series expansion [10]. The transformation from 
𝐴 to 𝐵-frame is achieved using the matrix 𝐌஻஺. Aerodynamic moments are outlined as:  
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with 𝑐̅ being the mean aerodynamic chord, 𝑠 denoting the semi wingspan, and (𝒓ோ஺)஻ symbolizing the 
distance between the aerodynamics reference point 𝐴 and the reference point 𝑅. In hover, the aerodynamic 
forces are characterized by corresponding flat plate coefficients. A blending 𝜅 with respect to the airspeed 
is used to consider wingborne (𝑤𝑏) and hover (ℎ𝑜) coefficients [11]: 
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The blending parameter 𝜅 is determined using a sigmoid function to smoothly transition between hover 
and wingborne characteristics. Gravity contribution is expressed in Eq. (9).  
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with the bank angle Φ, the pitch angle Θ and the gravitational acceleration constant 𝑔. The gravitational 
force acts on the centre of gravity 𝐺, and when represented at reference point 𝑅, it generates an additional 
moment. 

(𝑴ீ
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The propulsion contributions depend on thrust levels and deflection angles of each propulsion so that 
forces 𝑭௉ and moments 𝑴௉ can be expressed as: 
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with index 𝑖 for each propulsion and 𝒓ோ௉೑೔ , 
which defines the vector between the reference 
point and the propulsion frame. The forces in 
Eq. (11) are based on the chosen motor and 
blade components that are currently available 
by theoretical investigation. Future work will 
include more detailed experimental 
investigations to confirm the data sheet 
references which are pointed out in Table 2. 

Thrust of each propulsor is generated with 
the diameter 𝑑 and the thrust coefficient is defined by 𝑐் [12]: 

𝑇 = (2𝜋𝜔)ଶ𝜌𝑑ସ𝑐் . (13)

Table 2 Performance Characteristics of the 
Propulsion System 

Engines Impeller Propeller 

Diameter 𝑑 0.12 m 0.41 m 

Max Thrust 𝑇௠௔௫ 86 N 49 N 

Max Rotational Speed 𝜔௠௔௫ 3142 rad/s 955 rad/s 

Thrust Coefficient 𝑐் 1.35 0.064 

Engine Time Constants 𝑇 0.01 s 0.01 s 
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3 Flight Control System 

In this chapter, the core structure of the INDI implementation with extensions is presented.  

3.1 Controller Structure 

This chapter provides fundamental explanations regarding the INDI control structure depicted in Fig. 
3, with the reference model (RM), error controller (EC), control allocation (CA), on-board plant model 

(OBPM), and command mapping (CM). The Estimator (E෡) will be discussed later as part of the sensor 
data processing. 

 
Fig. 3 Assembly of the Controller [13] 

3.1.1 Command Mapping and Reference Model 

The CM generates the pilot inputs for the RM with 
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Eq. (14) comprises the kinematic velocity components (𝑢௄
ீ)஼

ா , (𝑣௄
ீ)஼

ா , (𝑤௄
ீ)஼

ா  with respect to Earth in 

the Control-frame (𝐶-frame) and the derivative of the Euler angle Ψ̇. The 𝐶-frame is rotated by the 
azimuth angle in comparison to the North-East-Down-System and ensure an intuitive interface in the 
whole flight envelope [14]. The RM, driven by inputs from the CM, generates desired trajectories using 
two decoupled models: an outer loop for velocity and an inner loop for attitude. Pseudo controls are 
chosen as: 

𝝂௥௘௙ = ቂ
𝒏஼

𝝎̇
ቃ

௥௘௙
, (15)

where 𝒏஼ ∈ ℝଷ represents load factors in the Control-frame and 𝝎̇ ∈ ℝଷ represents body angular 
accelerations. The velocity loop RM is considered a first-order model with a relative degree of 1, while 
the attitude loop RM computes body angular acceleration using the strap-down equation, implying a 
relative degree of 2 [15]. The outer loop results in an allocation within the CA, producing virtual control 
inputs (VCIs): 

𝒚ఔ,௖௠ௗ = ቂ
Φ
Θ

ቃ
ఔ,௖௠ௗ

. (16)

Controller Core Structure

R
MRM

CM

OBPM

EC

CA
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These VCIs, Φ with the bank angle and Θ as the pitch angle, remain the same during all flight phases 
and prevent a use of mode switches. 

3.1.2 Error Controller 

The EC is a simple P control to regulate the error trajectory with 

𝝂௘௖ = 𝑲௉൫𝝃௥௘௙ − 𝝃෠൯, (17)

where 𝝂௘௖ is the error controller pseudo control, 𝑲௉ is the proportional gain, 𝝃௥௘௙ are the external 

states from the RM and 𝝃෠ the estimated states from the estimator. The choice of the P-gain impacts the 
controller's performance and must be designed accordingly [16]. 

3.1.3 On-Board Plant Model 

The plant dynamics are represented within the OBPM, which considers estimated aircraft and 
actuator states. The OBPM continuously updates Jacobian matrices as the output with respect to the input: 

𝐁෡ఔ =
𝜕𝝂ො

𝜕𝒖ෝ
, (18)

𝐁෡௖ =
𝜕𝒄ො

𝜕𝒖ෝ
. (19)

The matrices 𝐁෡ఔ and 𝐁෡௖ represent effectiveness matrices for the actuators and the virtual control 
inputs and the defined constraints that are used in the CA [17]. Both matrices are updated at each sample 
time due to perturbations applied to the estimated inputs 𝒖ෝ. 

3.1.4 Control Allocation 

The CA computes incremental controls using a common pseudoinverse, as referenced in the literature 
[18]: 

Δ𝒖 = 𝐁෡ఔ
ାΔ𝝂ௗ௘௦, (20)

with the pseudo inverse 𝐁෡ఔ
ା of matrix 𝐁෡ఔ, denoted with a “+”. This is the fundamental understanding 

of incremental nonlinear dynamic inversion [19–21]. The conceptual eVTOL aircraft is equipped with 14 
effectors that manage six pseudo controls. Consequently, the vehicle operates as an over-actuated system. 
It's important to note that the aircraft has 12 inherent effectors, but an additional two are introduced if the 
virtual control inputs (VCIs) described in Eq. (16) are also considered. The number of active effectors 
varies during different flight phases, as outlined in Table 3. This necessitates efficient utilization of 
available control elements for each flight phase. However, it also implies the maximum utilization of 
effectors during the transition phase, maintaining the status of an over-actuated system throughout all 
flight phases.  

Table 3 Active Effectors during different Flight Phases 

 𝜔௖௧௥ 𝜔௟௛ 𝜔௥௛ 𝛿௖௧௥ 𝛿௟௛ 𝛿௥௛ 𝜉௟௛ 𝜉௥௛ 𝛿ி,௟௛ 𝛿ி,௥௛ 𝜈௟௛ 𝜈௥௛ Φ Θ ∑ 

Hover x x x x x x       x x 8 

Transition x x x x x x x x x x x x x x 14 

Wingborne x (x) (x)    x x x x x x x x 9(11) 

 

Except where otherwise noted, content of this paper is licensed under
a Creative Commons Attribution 4.0 International License.

The reproduction and distribution with attribution of the entire paper or of individual
pages, in electronic or printed form, including some materials under non-CC-BY 4.0
licenses is hereby granted by the respective copyright owners.



 

 

3.2 Nullspace Transition (NST) 

Addressing the challenge posed by an over-actuated system, the INDI approach may introduce path 
dependencies due to its inherent integrating property [19]. This can lead to internal conflicts and reduced 
control effectiveness over time. To mitigate these issues, constraints are introduced and expressed in Eq. 
(19). As an illustrative example, consider the behaviour related to the pitch angle Θ. When the aircraft is 
accelerating in hover, two potential solutions exist: reducing Θ or decreasing the deflections of the 
propellers and impeller. In the first scenario, additional acceleration could result in a negative angle of 
attack, which could have catastrophic consequences in case of any malfunction. However, adjusting the 
deflections of the motors can maintain a positive or neutral angle of attack, keeping the pitch above 0°. 
Therefore, a nullspace transition (NST) is implemented to align with the control philosophy and utilize 

constraints effectively. The NST relies in the nullspace of 𝐁෡ఔ and computes additional control increments. 
Consider the case of an incremental NST input which is given by: 

Δ𝒖ேௌ் = 𝐍𝐁෡ഌ
𝒌ேௌ் , (21)

with 𝐍𝐁෡ഌ
 representing the nullspace of the effectiveness matrix 𝐁෡ఔ. And thus Δ𝒖ேௌ் lies in the 

nullspace of 𝐁෡ఔ. The vector 𝒌ேௌ் can be selected arbitrary for this purpose. The control command can be 
expanded such that: 

Δ𝒖 = Δ𝒖௉ூ + Δ𝒖ேௌ், (22)

that accounts for the solution of the pseudoinverse from Eq. (20) and the incremental input from Eq. 
(21). This means that 

Δ𝒖 = Δ𝒖௉ூ + 𝐍𝐁෡ഌ
𝒌ேௌ் . (23)

The constraints 𝒄 are introduced by 

Δ𝒄ො = 𝐁෡௖൫Δ𝒖௉ூ + 𝐍𝐁෡ഌ
𝒌ேௌ்൯, (24)

Δ𝒄ො = 𝟎 − 𝒄ො = −𝒄ො, (25)

with 𝒄ො from the estimation of the OBPM from the current measurements. Inserting Eq. (24) in Eq. 
(25) formulates 

−𝒄ො = 𝐁෡௖൫Δ𝒖௉ூ + 𝐍𝐁෡ഌ
𝒌ேௌ்൯, (26)

The NST builds additional input increments but is not affecting the pseudo controls [22,13,23], so 
that the reformulation is: 

Δ𝒖ேௌ் = −𝐍𝐁෡೎
ൣ𝐁෡௖𝐍𝐁෡೎

൧
ା

൫𝐁෡௖Δ𝒖௉ூ + 𝒄ො൯, (27)

considering Eq. (21) and Eq. (26). Finally, a summation of Δ𝒖௉ூ and Δ𝒖ேௌ் in Eq. (22) results in the 
incremental command from the INDI control. The chosen constraints vary with respect to the number of 
effectors and the desired control philosophy. For this aircraft, the following constraints are implemented: 

𝑐̂ଵ = ቌ
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𝜆
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ቍ

ଶ

(1 − 𝜆)  , 

(28)

𝑐̂ଶ = ൥ቆ
𝜉መ௟௛

𝜉௠௔௫
ቇ

ଶ

+ ቆ
𝜉መ௥௛

𝜉௠௔௫
ቇ

ଶ

൩ (1 − 𝜆), 
(29)
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𝑐̂ଷ = ቈ൬
𝜈̂௟௛

𝜈௠௔௫
൰

ଶ

+ ൬
𝜈̂௥௛

𝜈௠௔௫
൰

ଶ

቉ (1 − 𝜆), 
(30)

𝑐̂ସ =

⎩
⎪
⎨

⎪
⎧

ቌ
δ෠ி,௟௛ − 5

𝜋
180

δி,௠௔௫
ቍ

ଶ

+ ቌ
δ෠ி,௥௛ − 5

𝜋
180

δி,௠௔௫
ቍ

ଶ

, 0 ≤ 𝜆 < 1

ቆ
δ෠ி,௟௛

δி,௠௔௫
ቇ

ଶ

+ ቆ
δ෠ி,௥௛

δி,௠௔௫
ቇ

ଶ

, 𝜆 = 1

 

(31)

𝑐̂ହ = ቈ൬
𝜈̂௟௛

𝜈௠௔௫
൰

ଶ

− ൬
𝜈̂௥௛

𝜈௠௔௫
൰

ଶ

቉ 𝜆, 
(32)

𝑐̂଺ = ቆ
δ෠ி,௟௛

δி,௠௔௫
ቇ

ଶ

− ቆ
δ෠ி,௥௛

δி,௠௔௫
ቇ

ଶ

, 
(33)

𝑐̂଻ = ൥ቆ
𝜔ෝ௟௛

𝜔௟௛,௠௔௫
ቇ

ଶ

+ ቆ
𝜔ෝ௥௛

𝜔௥௛,௠௔௫
ቇ

ଶ

൩ 𝜆, 
(34)

𝑐଼̂ =

⎩
⎪⎪
⎨

⎪⎪
⎧ ൥ቆ

δ෠௖௧௥

δ௖௧௥,௠௔௫
ቇ

ଶ

+ ቆ
δ෠௟௛

δ௟௛,௠௔௫
ቇ

ଶ

+ ቆ
δ෠௥௛

δ௥௛,௠௔௫
ቇ

ଶ

൩ 𝜆, 0 < 𝜆 ≤ 1

൦ቌ
δ෠௖௧௥ −

𝜋
2

δ௖௧௥,௠௔௫
ቍ

ଶ

+ ቌ
δ෠௟௛ −

𝜋
2

δ௟௛,௠௔௫
ቍ

ଶ

+ ቌ
δ෠௥௛ −

𝜋
2

δ௥௛,௠௔௫
ቍ

ଶ

൪ , 𝜆 = 0

 

(35)

1) Constraint 1, as denoted in Eq. (28), mandates the aircraft to uphold a pitch angle of zero degrees 
during hover. However, a slight decrement to up to five degrees is warranted during the transition 
phase. This strategy ensures a positive angle of attack, thereby consistently generating positive 
lift. Furthermore, it aligns the CA mechanism to direct acceleration towards the propulsion 
deflections. Consequently, the aircraft achieves acceleration devoid of the pitch-down behaviour 
typically associated with multicopters. 

2) Constraints 2 to 4, outlined in Eq. (29) to (31), address the reduction of aerodynamic surface 
utilization in low-speed flight regimes. The flaps are constrained to five degrees. As speed 
decreases, the effectiveness of these surfaces diminishes, as reflected in the effectiveness matrix 
by small elements. Consequently, this interaction precipitates substantial increments in the 
control output to compensate for the reduced effectiveness of aerodynamic surfaces. 

3) Constraints 5 to 6, as articulated in Eq. (32) and (33), presuppose symmetrical deflections of the 
ailerons and ruddervators. Notably, the symmetrical deflections of the ruddervators serve to 
preclude the CA system from utilizing them for roll moment generation. 

4) Constraints 7 to 8, detailed in Eq. (34) to (35) manage the behaviour of the propulsion systems 
across various flight phases. During the transition to wingborne flight, the propellers are 
commanded to decelerate gradually until reaching zero speed. Concurrently, the tilt mechanism 
deflections are constrained to maintain a straightforward position of zero degrees in the 
wingborne and with deflections of 90 degrees in hover. 

Note that the blending factor 𝜆 transitions from zero during hover to one during wingborne flight in 
accordance with the aircraft velocity. 
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3.3 Normalization and Redistributed Scaled Pseudo Inverse 

In general cases, the incremental input vector approaches with Eq. (20). However, the original 
approach fails to account for several critical factors: 

1) The effectiveness matrix does not consider the varying effectiveness of each effector within their 
specified minimum and maximum operational bounds. 

2) The incremental solution, Δ𝒖, does not incorporate any form of saturation. Saturation can arise 
due to actuator limitations or physical constraints of the aircraft, resulting in the failure to achieve 
the desired pseudo controls. 

A solution to these issues is provided through a process of normalization and the application of a 
Redistributed Scaled Pseudo Inverse (RSPI), depicted in Fig. 4 for reference in the following sections 
[22,23]. 

  

Fig. 4 Normalization and RSPI in the CA 

3.3.1 Normalization 

In Eq. (20), the control subset 𝕌 operates within an 𝑛-dimensional space with different lengths in 

each direction. 𝐁෡ఔ is not considering the effectors with their operational ranges. To illustrate, consider the 
impeller and an aerodynamic surface: while the impeller's rotational speed can range from 0 to 3000 rad/s, 
the aerodynamic surface may have a range of ±𝜋/6. Consequently, a small entry in the effectiveness 
matrix may lead to disproportionately large incremental solutions when applying the pseudoinverse from 
Eq. (20). In some flight phases, the impeller may be more effective than the aerodynamic surface, 

especially at lower airspeeds. To address this, the subspace 𝕌 can be normed to the 𝕌෩-space. In the 
following, normed values are characterized by  ′−෥′. If  

Δ𝒖෥ = 𝐖Δ𝒖, (36)

and 

𝐖 = 𝑑𝑖𝑎𝑔 ൬
2

Δ𝒖ഥ௜ − Δ𝒖ഫ௜
൰, (37)

the upper and lower normed incremental boundaries become 

Δ𝒖෥ഫ = −[1 … 1]் , 

Δ𝒖෥ഥ = [1 … 1]் . 

(38)

In Eq. (37), Δ𝒖ഥ௜ and Δ𝒖ഫ௜ represent the upper or lower incremental saturation. This saturation occurs 

to the effector speed 𝒖̇ഥ, 𝒖̇ഫ by every time step or absolute boundaries which decrease the incremental limits 
by 𝒖ഥ − 𝒖଴ or 𝒖ഫ − 𝒖଴ for the upper or lower saturations. Now taking Eq. (36) and insert into the basic 
INDI formulation in Eq. (20), following expression can be made [23]: 

Control Allocation

Normali-
zation

RSPI

Correc
-tion

Back-
Mapping
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Δ𝝂ௗ௘௦ = 𝐁෡ఔ𝐖ିଵΔ𝒖෥ = 𝐁෩ఔΔ𝒖෥, 

Δ𝒖 = 𝐖ିଵΔ𝒖෥. 

(39)

With this, we achieve normalization into the control subspace 𝕌෩ with the first aspect, but also the 
back-mapping of the incremental control vector solution into 𝕌-space. These methods encompass both 
the input and output aspects of the scheme depicted in Fig. 4. In some cases, the effectiveness matrix may 
need to be adjusted, assuming that the effectors' impact on the pseudo controls is minimal. In other 
situations, certain portions of the effectiveness matrix may need to be cancelled to prevent ineffective 

solutions. The relationship between the modified 𝐁෩ఔ
∗-matrix and the original 𝐁෩ఔ-matrix is described as 

follows: 

𝐁෩ఔ = 𝐁෩ఔ
∗ + 𝐁෩ഥఔ . (40)

As demonstrated in [22], manipulation of 𝐁 results in divergence between the achieved (‘ach’) and 
the desired (‘des’) pseudo controls: Δ𝝂௔௖௛ ≠ Δ𝝂ௗ௘௦. The correction can be done by: 

Δ𝝂௔௖௛ = Δ𝝂ௗ௘௦ = 𝐁෩ఔ
∗ (Δ𝒖෥௉ூ + Δ𝒖෥௖௢௥) + 𝐁෩ഥఔ(Δ𝒖෥௉ூ + Δ𝒖෥௖௢௥). (41)

There is an infinite number of solutions for the non-square matrices 𝐁෩ఔ
∗  and 𝐁෩ഥఔ that account for the 

correction Δ𝒖෥௖௢௥. Like presented with the NST, there is one solution for the correction that lies within the 

nullspace of 𝐁෩ഥఔ [22]. 

Δ𝒖෥௖௢௥ = 𝐍୆෩ഥ𝒌 (42)

𝐁෩ఔ
∗ 𝐍୆෩ഥ𝒌 + 𝐁෩ഥఔΔ𝒖෥௉ூ = 0 (43)

Δ𝒖෥௖௢௥ = −𝐍୆෩ഥൣ𝐁෩ఔ
∗ 𝐍୆෩ഥ൧

ା
𝐁෩ഥఔΔ𝒖෥௉ூ (44)

Eq. (43) ensures that the desired pseudo control remains unaffected and reaches the desired value. 
Eq. (44) is expressed by Eq. (42)-(43) that implicates the correction control vector.  

3.3.2 Redistributed Scaled Pseudo Inverse 

Each effector operates with its specific dynamics 
within the controller's sample time. If a solution leads 
to the saturation of the incremental control vector, 
indicating that the desired pseudo control has not 
been achieved, an effective approach is the 
Redistributed Scaled Pseudo Inverse (RSPI) [22,23], 
illustrated in Fig. 5. This method allocates the 
solution while considering the physical limitations. 
With the remaining control authority, the residual 
pseudo controls may be reached in additional 
iterations. 

In the first step, the control allocation allocates 
the solution of the incremental control vector as 

Δ𝒖෥ଵ = ൫𝐁෩ఔ
ଵ൯

ା
Δ𝝂ௗ௘௦

ଵ  with index 1. After confirming 

the solution with respect to the boundaries of the 
incremental control vector, scaling is applied as 
follows: 

 

Fig. 5 Sequence of the Redistributed Scaled Pseudo 
Inverse [24] 
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𝒖෥ௌ = 𝑆൫𝒖෥, 𝕌෩൯ = ቆmin ቊ1,
𝑔(𝑢෤௜)

𝑢෤௜
ቋቇ 𝒖෥, 𝑖 = 1 … 𝑚, 

(45)

with the scaling factor 𝑆 and 𝑔(𝑢෤௜) representing the minimum or maximum available increment of 
every effector: 

𝑔(𝑢෤௜) = ൜
Δ𝑢ഫ෤௜ ,   𝑢෤௜ < 0

Δ𝑢ത෨௜ ,   𝑢෤௜ > 0
. (46)

When 𝑆 equals one, it implies that the effector is not saturated, and thus, the desired pseudo control 
is achieved. If at least one element saturates in Δ𝒖෥ଵ, the scaling factor becomes less than 1, and the index 

1 solution is scaled with Δ𝒖෥ௌ
ଵ = 𝑆൫Δ𝒖෥ଵ, 𝕌෩൯. The achieved pseudo controls can be computed by modifying 

Eq. (20) so that the first achieved pseudo controls are given by: 

Δ𝝂௔௖௛
ଵ = 𝐁෩ఔ

ଵΔ𝒖෥ௌ
ଵ. (47)

For the second iteration, the residual pseudo controls are determined as: 

Δ𝝂ௗ௘௦
ଶ = Δ𝝂ௗ௘௦

ଵ − Δ𝝂௔௖௛
ଵ . (48)

Before the second iteration begins, columns corresponding to saturated effectors are eliminated from 

𝐁෩ఔ
ଵ, resulting in an updated effectiveness matrix, 𝐁෩ఔ

ଶ. With this updated matrix, the saturated effectors no 

longer affect the subsequent iterations. The second iteration hence starts with Δ𝒖෥ଶ = ൫𝐁෩ఔ
ଶ൯

ା
Δ𝝂ௗ௘௦

ଶ .  

The RSPI process continues until either the desired pseudo controls are reached, or all effectors are 
saturated. The solution of the RSPI can be summarized as: 

Δ𝒖෥௉ூ = ∑Δ𝒖෥ௌ
௜ . (49)

3.4 Sensor Data Processing 

 

Fig. 6 Scheme of the Estimator in the Flight Control System 

In the realm of simulating real-world phenomena, the nonlinear simulations incorporate realistic sensor 
behaviour. This realism encompasses factors such as bias, stochastic noise, nonlinearity, and temperature 
effects. Considering the sensors available on the aircraft, which track attitudes, rotational speeds, and 
accelerations, it becomes evident that measurements require filtering and data estimation (e.g., rotational 
acceleration, as seen in Eq. (15)). This section delves into the workings of the estimator, which employs 
different types of filters, as illustrated in Fig. 6. Real-world measurements invariably contain noise. A 
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Low-Pass Filter
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CF 2nd Order

Low-Pass Filter
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common step involves passing the measurements through a low-pass filter with a cutoff frequency 
denoted as 𝜔଴ and a relative damping factor 𝜁. The transfer function of a second-order low-pass filter can 
be expressed as [25]: 

𝐺௅௉(𝑠) =
𝜔଴

ଶ

𝑠ଶ + 2𝜁𝜔଴𝑠 + 𝜔଴
ଶ. 

(50)

Eq. (50) introduces additional time delays 
into the system's feedback loop. A 
complementary filter (CF) is implemented, 
tasked with estimating the pseudo controls 
defined in Eq. (15). To illustrate, let's consider 
the estimation of the aircraft's rotational 

acceleration, denoted as 𝝎̇෡ . This parameter 
cannot be directly measured by any sensor 
within the system. Following the principles 
outlined in [26], a CF is implemented, as 
depicted in Fig. 7. 

The estimated output of one element of the 
complementary filter can be described as: 

𝑌෠(𝑠) = 𝑠𝐺௅௉(𝑠)𝑈ଵ(𝑠) + ൫1 − 𝐺௅௉(𝑠)൯𝑈ଶ(𝑠). (51)

Eq. (51) includes the second-order low-pass filter from Eq. (50). The first part of the equation 
𝑠𝐺௅௉(𝑠)𝑈ଵ(𝑠) includes a derivation of 𝑦 and the lowpass part of the signal, while the second part 
൫1 − 𝐺௅௉(𝑠)൯𝑈ଶ(𝑠) describes the high-pass part of 𝑦̇. Consider the signal 𝑦 processes one element of the 

measurements of the angular velocity 𝝎ෝ  and 𝑦̇ from the angular accelerations 𝝎̇෡ ை஻௉ெ estimated from the 

OBPM. By use of the CF, the resulting is the estimated angular acceleration 𝝎̇෡ . Discrete-time processing 
is facilitated using the MATLAB function c2d. During estimator initialization, the CF is configured as a 

state-space representation, utilizing inputs from measurements and the OBPM. The output is the estimated 
angular acceleration, defined by the state-space equations: 

𝒙௞ାଵ = 𝚽௞𝒙௞ + 𝐁௞𝒖௞, (52)

𝒚௞ = 𝐂௞𝒙௞ + 𝐃𝒖௞, (53)

with state matrix 𝚽, input matrix 𝐁, output matrix 𝐂, feedforward matrix 𝐃, the state vector 𝒙 and 
the input vector 𝒖. The current vector is donated by the index 𝑘 and next state accordingly by 𝑘 + 1 with 
respect to the sample time 𝑇. In this use case, the input and output vectors are: 

𝒖 = ൤
𝝎ෝ

𝝎̇෡ ை஻௉ெ
൨, 

𝒚 = ൣ𝝎̇෡ ൧. 

(54)

Velocity and acceleration estimation is achieved through the equations: 

(𝑽௄
ோ )஼

ா = 𝐌஼ை(𝑽௄
ோ )ை

ா , (55)

൫𝑽̇௄
ோ ൯

஼

ா஼
= 𝐌஼஻𝒏஻ − [((𝝎௄

ை஼)஼ − 𝐌஼஻(𝝎௄
ூ஻)஻) × (𝑽௄

ோ )஼
ா]. (56)

 

Fig. 7 Complementary Filter of the Angular 
Acceleration 

(Measured by 
the sensors: )

(Model based on 
OBPM: )

(Estimated: )
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Eq. (55) and (56) involve various transformation matrices denoted by 𝐌. (𝝎௄
ை஼)஼ simplifies to 

ൣ0 0 Ψ̇൧
்
. The comprehensive filter settings are summarized in Table 4. 

Table 4 Filter Settings of the Estimator 

 Euler Low-Pass 
Filter 

(𝝎௄
ூ஻)஻ Low-

Pass Filter 
𝒏஼ Comple-

mentary Filter 
(𝝎̇௄

ூ஻)஻
஻ Comple-

mentary Filter 

Cut-Off Frequency  
𝜔଴ [𝑟𝑎𝑑/𝑠] 25 25 15 15 

Damping 𝜁 1 1 1 1 

4 Analysis and Simulation 

 

Fig. 8 System Simulation 

Simulations are conducted with reference to Fig. 8, which depicts an integrated system involving a 
reactive pilot model (RPM), the flight control computer (FCC), aircraft dynamics with actuator behaviour, 
and a sensor model replicating real-world phenomena. The RPM embodies a logic model that computes 
controller commands based on the current flight phase, as detailed in [27]. In the actual hardware 
configuration, both a primary and backup FCC will be present. However, for this simulation, it is assumed 
that the hardware operates optimally, excluding the need for a backup system. The FCC runs with 250 
Hz, each 0.004 s respectively. Additionally, time delays are conducted that account for process delays for 
the FCC output, the actuator responses, and the sensor outputs. The delays are characterized by 4 samples, 
which showcases a time delay of 0.016 s. The execution of the FCC and the filters is discrete, while the 
FDM runs in continuous execution. 

4.1.1 Linear Uncertainty Analysis 

Before delving into the assessment of nonlinear simulations, it is imperative to address real-world 
phenomena, such as biases inherent in the modelled system, to underscore the robustness of the INDI 
methodology. To achieve this, a previous example from [28] is utilized to evaluate the open loop gain 
and phase margin of the linear system, as traditionally accommodated in classical control theory. 
Leveraging Eq. (20), the ideal solution is derived from a perfect twin modelled within the OBPM 

framework, yielding the output 𝐁෡ఔ. However, in practical implementations, deviations occur due to the 
intricate nature of aircraft aerodynamics and propulsion representations. Particularly, eVTOL aircraft 
with tilt mechanisms and varying flight phases encounter complex airflow conditions. Consequently, 
elements of the effectiveness matrix may be over- or underestimated, thereby implying higher or lower 
effectiveness assumed by the OBPM. 

Backup FCC Aircraft
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𝒖 = 𝑮஺(𝑠) ȉ 𝒖௖௠ௗ

System Dyn.
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𝒚 = 𝒉(𝒙)
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If an element of the 𝐁෡ఔ is assumed to be: 

𝑏௠,௡ =
𝛿𝜈௠

𝛿𝑢௡
, (57)

with the 𝑚-th pseudo control and 𝑛-th effector, an imperial manipulation of the element with 
Δ𝑏௨௡௖௘௥௧ can be expressed as: 

𝑏௠,௡
∗ =

𝛿𝜈௠

𝛿𝑢௡
+ Δ𝑏௨௡௖௘௥௧. (58)

The uncertainty factor is then: 

𝛾 =
𝑏௠,௡

𝑏௠,௡ + Δ𝑏௨௡௖௘௥௧
. (59)

The factor 𝛾 shows the derivation from the ideal model. Under consideration of Eq. (20), back 
transformation to Δ𝝂ௗ௘௦ = 𝐁ఔΔ𝒖 can be used to identify the effector exerting the most significant 
influence on the pseudo controls. During hover, the propulsion systems, and during wingborne flight, the 
aerodynamic surfaces, stand out as the primary contributors to the pseudo controls, consequently resulting 
in the highest impact on uncertainties. 

In the linear analysis, 𝛾 is varied within a range of -0.3 to +0.3, representing uncertainties of up to 
+/- 30% in the elements of both propulsion and aerodynamic surfaces. As illustrated in Fig. 9, this analysis 
provides insights into the gain and phase margins of the inner loop pseudo control of the roll axis. Both, 
hover and wingborne scenarios exhibit a consistent trend: increased gain and phase margins for positive 
uncertainties, and decreased margins for negative uncertainties. 

Positive uncertainties indicate overestimations of the effectors, resulting in smaller control 
increments as per Eq. (20). This slower convergence to the desired trajectory necessitates increasing gains 
in the EC, rendering the system more sensitive to sensor noise. Conversely, underestimation amplifies 
the control allocation solution, leading to a higher loop gain. If the OBPM model is underestimated, the 
desired incremental solution may lead to incremental saturations, adversely affecting the aircraft 
behaviour. 

Nevertheless, despite these uncertainties, the system demonstrates robustness, maintaining stable in 
the frequency domain in hover and wingborne conditions. 

 

Fig. 9 Open-Loop Gain and Phase Margin with Uncertainties - left: Hover, right: Wingborne 
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4.1.2 Nonlinear Simulations 

For the conducted nonlinear simulations in this paper, a brief mission is presented, illustrating precise 
tracking of pseudo controls by the angular acceleration, as shown in Fig. 13, and the load factors in the 
𝐶-frame, displayed in Fig. 14. The flight profile comprises hovering, wingborne flight, and transition. 
The aircraft initiates by hovering and gradually gains altitude and moving sideways. Subsequently, the 
eVTOL accelerates into wingborne flight, executes manoeuvres, and then decelerates back into hover as 
shown in Fig. 10. The simulated environment includes a rotating spherical world and realistic sensor 
behaviour. The primary focus is on evaluating the FCC performance for accurate control and data 
filtering, particularly in the presence of noisy measurements. Additionally, all actuator and propulsion 
efficiencies are manipulated by an underestimation of 15 % to account for uncertainties. 

 

Fig. 10 Attitude and Velocity Tracking 

 Fig. 13 illustrates the estimation of angular accelerations, showcasing satisfactory tracking. The 
estimation coverage is highlighted in blue, while the real vehicle states are depicted in green. The dashed 
red line represents commands from the RM. Despite minor oscillations during the transition with 
acceleration and deceleration around 22 s and 76 s, respectively, the control system adeptly tracks the 
desired trajectory. Particularly noteworthy is the good tracking performance of RM inputs during hover 
until 20 s. 

The tracking of load factors in the 𝐶-frame, as depicted in Fig. 14, also demonstrates accurate 
tracking. The overshoot of acceleration during transition to wingborne flight at 20 s is rapidly attenuated 
due to aircraft inertia. Larger oscillations in measurements are generally observed in wingborne flight, 
attributed to faster translation tracked solely by the GPS system with lower measurement rates. However, 
the estimator effectively eliminates noise and closely tracks the load factors, aligning well with real 
vehicle data in blue. 

Notably, there are brief deviations in desired altitude, represented by vertical load factor, during 
transitions between hover and wingborne flight (at 24 s and 80 s). Especially during the forward transition, 
the aircraft increases its altitude, as shown in Fig. 10. However, the eVTOL returns to the desired altitude 
by reducing the vertical velocity according to the reference model, thereby maintaining the desired 
altitude. This transitional phase highlights changes in the effectiveness of propulsion and aerodynamic 
surfaces, as well as lift generation. Nonetheless, altitude is swiftly regained, and full control authority is 
restored. 

With regards to the actuators illustrated in Fig. 15, it is notable that the front propellers are shut down 
during transition, while the tilt of the propulsion accounts for acceleration. A positive consequence of this 
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is the maintenance of a pitch angle above zero degrees throughout the transition, ensuring positive lift. 
Additionally, the flaps move to 5 degrees until achieving wingborne flight as per desired constraints. The 
interplay between propulsion and aerodynamic surfaces during transition can be observed, with 
acceptable coordination. Particularly during the back-transitioning at 82 s, the ruddervator generates a 
pitch-up moment while the tilt deflections of the front propellers increase beforehand. This behaviour 
underscores the challenge of balancing constraints and the effects of varying effectiveness. 

Finally, Fig. 11 and Fig. 12 demonstrate the effects of the control allocation extensions as previously 

described. The numerical robustness of the inverse of 𝐁෡ఔ is notably improved by a factor of 10ଷ compared 
to a standard CA with respect to the condition. This enhancement greatly improves robustness, facilitating 
a more efficient utilization of the most effective effectors. During transition, RSPI iteration is most 
pronounced, reaching a maximum of 2 iterations. This could be attributed to high gains in the EC or a 
rapid RM. The CA tries to find the best fit for the pseudo control, while it computes the reached pseudo 
controls by taking Eq. (47) into account. However, overall system performance remains moderate, 
necessitating only minor adjustments. 

 

Fig. 11 Condition of Standard and Normalized Control 
Allocation 

 

Fig. 12 Number of Iterations 
within the RPSI 

5 Conclusion 

In this paper, an incremental nonlinear dynamic inversion (INDI) approach for the flight control 
system (FCS) of a conceptual aerial vehicle, particularly focusing on an electrical vertical take-off and 
landing (eVTOL) configuration is presented. The implementation of INDI addresses the challenges 
associated with an over-actuated system, providing effective control across various flight phases. In 
addition, control allocation methods and the incorporation of a redistributed scaled pseudo inverse (RSPI) 
to enhance control precision is applied. The significance of sensor data processing and estimation 
techniques, crucial for achieving accurate control in real-world scenarios, is presented. Especially the 
complementary filter (CF) of the angular acceleration is pointed out. The INDI control is evaluated in the 
linear system with uncertainties for the hover and wingborne case. The linear evaluation shows robustness 
against uncertainties. 

The nonlinear simulations, containing a 6-DOF model, actuator and sensor models, a reactive pilot 
model (RPM), and the flight control computer (FCC), conducted demonstrate the viability and efficacy 
of the proposed methodologies, showcasing precise pseudo control. The results underscore the 
importance of accurate control and data filtering, laying the foundation for further research and 
development in this domain. Despite a 15% underestimation in the effectiveness of system elements, the 
simulation remains stable and exhibits satisfactory performance. 
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Overall, this research contributes to advancing the understanding of control strategies for eVTOL 
vehicles, setting the stage for future investigations into system integration with backup FCC for hardware-
in-the-loop (HIL) testing. 
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Fig. 13 Rotational Acceleration of the Nonlinear Simulations 

 

 

Fig. 14 Load Factor of the Nonlinear Simulation 
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Fig. 15 Actuator Tracking 
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